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ABSTRACT

Hand gesture mouse control has garnered

significant attention due to its versatile

applications and seamless integration with

machines through human-computer

interaction. While traditional visual hand

motion detection systems are limited by

lighting conditions and complex

backgrounds, advancements in computer

vision and machine learning are driving the

demand for enhanced human-machine

interaction. The proposed methodology

offers a simple yet effective solution for

rapid manual tracking, overcoming the

complexities of the past.This system not

only tracks hand movements and detects

gestures but also addresses issues like

motion blur, ensuring precise control.

Detected gestures are translated into specific

functional inputs, such as clicking and

mouse movement, enabling users to interact

with various programs seamlessly. Moreover,

the inclusion of a voice assistant feature

further enhances the system's

capabilities.Voice assistants can be activated

either verbally or through text input,

typically requiring a wake word to initiate

commands. This integration of hand gesture

control with voice assistance adds another

layer of convenience and accessibility to the

system, catering to diverse user preferences

and needs.In essence, the convergence of
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hand gesture control, computer vision,

machine learning, and voice assistance

technologies marks a significant

advancement in human-computer interaction,

paving the way for more intuitive and

efficient interactions with machines across

various settings and applications.

1. INTRODUCTION

1.1 PROBLEM STATEMENT

This project provides a cursor control

method that is entirely manual and doesn't

require any tools. The suggested system has

many features, including multiple item

selection, drag and drop, volume control,

double clicking, and right and left clicking.

decision, etc. A webcam is the sole input

device needed for the setup that is detailed.

The two programs needed to put the

suggested strategy into practice are OpenCV

and Python. The output from the camera will

be shown on the system's screen, giving the

user additional customization options.

Python, wx, and NumPy modules will be

used in the construction of this system.

mouse work and math. This project also

includes voice assistance. These days Voice

searches now outnumber text searches. The

Analysts predict that by 2024, 50% of all

queries will be voice searches. Voice

assistants appear to have become more

intelligent. The voice assistant is useful for

expediting routine operations, such as

displaying the date and time. doing Google

searches, locating any place on a map,

launching any application, etc. The voice

assistants can be instructed verbally or in

writing. Voice-based intelligent assistants

require an activating phrase, sometimes

referred to as a wake word, before they will

receive a command. The keyword for this

endeavor is quantum.

1.2 DESCRIPTION

Hand gestures have been a part of human

communication for many millennia. There

are a variety of hand signals that are

constantly used in the environment,

including thumbs up and down and

handshakes. Gestures are said to be the

simplest means of communication. Why not

apply it to the devices we currently use? We

are using genuine motions in this work. A

cheap USB webcam that can be used to feed

data into the system is part of the initial setu.

Human – Computer interaction became a

very huge concern as technology seemed to

change all over the years. On the other hand,

amateur or aged people find it hard to

identify and press the exact alphabet that

they need. Our suggested system's ultimate

purpose is to get past this obstacle. Typing
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has taken many forms, first using keyboard,

gradually changing to touch screens and

now to much easier finger motion tracking

systems. The advantages of this more recent

technology may be able to address the issue

at hand. Representing an alphabet using

hand movements might not be too difficult

in comparison to typing with keyboards for

the elderly or the amateur people, provided

they know the language. Considering a

scenario where the person needs to type a

small document or even an e-mail and if

typing using keyboard or touch was the only

option, they would have to stand behind

others to help them. The much simpler

"Gesture Recognition Systems" are the most

recent typing method to be implemented in

an attempt to advance human-computer

interaction. The term "gesture recognition"

refers to the process of interpreting human

gestures using a variety of mathematical

techniques. Users can communicate with

computers organically and without the use

of any mechanical equipment thanks to

gesture recognition. The use of touch pads

was superseded by the power of these

gesture recognition technologies, resulting in

more effective device connection.

The most efficient way to type is said to be

using a finger motion recognition system,

which promotes the idea of "touch-less

typing." Finger tracking systems majorly

focus on user-data interaction, and aims at

having the gestures and hand movements to

be more intuitive and creative. The main

objective behind the invention of finger

tracking systems is centered around the idea

that computers must be made easier to use

and also to operate using natural language

and gesture interactions. It is seen that the

usage of finger motion tracking and

recognition systems helps enable typing in

ways that help in easier communication with

the computers through natural movements.

The ability of a computer or program to

recognize words and phrases in spoken

language and translate them into a format

that is readable by machines is known as

speech recognition technology. Many speech

recognition applications, such as voice

dialing, simple text entry, and speech-to-text

are in existence today. Standard keyboard

input's dependability can be lessened or

replaced by an efficient method. But there

are many exceptions to his own norms in

human language. Accents, dialects, and

mannerisms can significantly change how

words and phrases are spoken.

1.3 Significance and Relevance of Work

The integration of hand gesture recognition

technology marks a significant milestone in
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the field of human-computer interaction

(HCI), ushering in a new era of dynamic and

natural communication through gestures.

This innovation holds tremendous potential,

offering myriad benefits across various

domains, including education and

accessibility for individuals with physical

disabilities. Moreover, hand gesture

detection systems play a pivotal role in

designing artificially intelligent HCI

interfaces for automotive applications,

driving significant growth in this field.

1.4 Objective

In the realm of automotive technology, the

development of gestural interfaces holds

promise for enhancing driver experience and

safety. These interfaces enable drivers to

perform tasks effectively without the need

for physical buttons or controls, thus

minimizing distractions and improving

overall vehicle control. Furthermore, in

scenarios where space constraints or

physical limitations hinder the use of

traditional input devices like computer mice,

gesture-based control systems offer a

practical solution. By utilizing hand gestures,

users can interact with devices in a more

intuitive and ergonomic manner, enhancing

user experience and accessibility.

The ongoing COVID-19 pandemic has

underscored the importance of touchless

interaction methods to mitigate the risk of

virus transmission. Hand gesture recognition

technology addresses this need by providing

a contactless alternative to physical input

devices, reducing the risk of virus spread

while maintaining functionality and usability.

The objectives of the proposed project are

aimed at leveraging hand gesture recognition

technology to develop innovative HCI

solutions. One key objective is the

development of a virtual cursor control

system that allows users to perform

operations such as left click, right click, and

cursor movement using hand gestures.

Additionally, the project aims to create a

motion-to-text converter that enables users

to write in air using hand gestures, with the

generated text serving various purposes such

as messaging and email composition.

Moreover, a virtual keyboard interface will

be developed to enable users to access

keyboard functions using hand gestures,

thereby minimizing reliance on hardware

components.

1.5 Methodology

The methodology for implementing the

project involves several key steps. Firstly,

the system utilizes a webcam to capture
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video frames, which are then processed

using the OpenCV library to detect hand

gestures. A transformational algorithm is

employed to map fingertip coordinates from

the webcam screen to the computer window,

enabling cursor control and gesture

recognition within the application interface.

The system identifies which finger is raised

to perform specific mouse functions, such as

clicking or dragging, based on fingertip

coordinates and tip ID. Additionally, the

project incorporates speech recognition

functionality to enable voice-to-text

conversion, enhancing the system's usability

and accessibility. In summary, the

integration of hand gesture recognition

technology into HCI systems offers

numerous benefits, including enhanced user

experience, improved accessibility, and

reduced reliance on physical input devices.

The proposed project aims to leverage this

technology to develop innovative HCI

solutions that empower users to interact with

computers and devices in a more natural and

intuitive manner. Through careful

implementation of the outlined methodology,

the project seeks to achieve its objectives

and contribute to the advancement of

gesture-based HCI technology.

2. LITERATURE SURVEY

In recent years, hand gesture recognition

has emerged as a promising field with

applications spanning various sectors

including healthcare, human-computer

interaction, robotics, and communication for

individuals with disabilities. Researchers

and scholars have contributed significantly

to this field, exploring different

methodologies and techniques to improve

gesture recognition systems. One notable

paper titled "Hand Gesture Recognition

Based on Computer Vision" by Munir

Oudah et al., published in the "Journal of

Imaging" in July 2020, highlights the

significance of hand gestures in nonverbal

communication and their potential

applications in diverse settings.

The paper emphasizes the use of computer

vision approaches for gesture recognition,

which eliminates the need for specialized

hardware devices, making the technology

more accessible and costeffective. This

research underscores the efficacy of

computer vision techniques in analyzing

hand gestures and their relevance in various

fields such as healthcare, human-computer

interface, and robotics.Another significant

contribution in this domain is the paper titled

"Static Hand Gesture Recognition using

CNN" by Md. Zahirul Islam et al., published

on "ResearchGate" in April 2019. The paper
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explores the use of convolutional neural

networks (CNNs) for recognizing static hand

gestures, demonstrating the superiority of

CNNs in image representation and

classification.

The authors discuss the challenges

associated with gesture recognition,

including variations in gesture orientation

and shape, and propose data augmentation

techniques to enhance the robustness of

gesture recognition models. This research

contributes to the advancement of gesture

recognition technology by leveraging deep

learning algorithms for more accurate and

efficient recognition of static hand gestures.

Furthermore, the paper titled "Human-

Computer Interaction using Hand Gesture

Recognition" by Mayur V et al., published

in April 2014, sheds light on real-time

computer operation systems based on hand

gestures. The authors present applications of

gesture-based mouse operation and static

hand gestures for managing media players,

illustrating the potential of hand gesture

recognition in enhancing human-computer

interaction. The paper discusses the

implementation of principal component

analysis for static gesture recognition,

demonstrating the feasibility and

effectiveness of hand gesture-based

interaction systems. Moreover, Abhay

Dekate et al. propose a study on "Voice

Controlled Personal Assistant ear Device" in

the "International Journal of Computer

Trends and Technology" in December 2016.

The research focuses on developing a voice-

controlled personal assistant that integrates

human machine interaction methods,

including hand posture detection for cursor

movement control and voice commands for

task automation. This study highlights the

importance of seamless integration of

different interaction modalities to enhance

user experience and productivity.

Additionally, Steven Raj N et al. present a

paper titled "Implementing Hand Gesture

Mouse Using OpenCV" in the "International

Journal of Engineering Research &

Technology" in June 2020. The paper

explores the use of OpenCV for

implementing a hand gesture-based mouse

control system, providing insights into the

technical aspects of gesture recognition and

its practical applications.

The authors discuss different types of

computer mice and the underlying

technology behind them, emphasizing the

potential of hand gesture recognition as an

alternative input method. Furthermore, Viraj

Shinde et al. propose a "Hand Gesture

Recognition System Using Camera" in

January 2014, published in the "International
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Journal of Engineering Research &

Technology." The paper presents a novel

approach to dynamic hand gesture

recognition based on motion history images,

addressing challenges related to lighting

conditions and complex backgrounds. The

research contributes to the development of

natural and intuitive human-machine

interfaces by enabling gesture-based control

of electronic products. In conclusion, these

papers reflect the growing interest and

advancements in hand gesture recognition

technology, showcasing its potential to

revolutionize human-computer interaction

across various domains. From computer

vision techniques to deep learning

algorithms, researchers are exploring

innovative approaches to enhance the

accuracy, efficiency, and accessibility of

gesture recognition systems. As technology

continues to evolve, hand gesture

recognition is expected to play an

increasingly prominent role in shaping the

future of human-machine interaction.

2.1 Hand Gesture Based Virtual

Blackboard Using Webcam Authors:

Faria Soroni and Sakik al Sajid The

proposed system is an application that will

detect the numbers written by hand gestures.

This will work as a virtual board where

numbers and letters can be written by using

gesture. The purpose of this project is to

create a virtual board which can be used to

make online confrontation by moving

fingers as the hand gesture. The gesture is

made by the user who is detected by the

machine through the image processing and

the operation unique to the machine is

carried out, thereby eliminating the

requirement of any hardware input device.

The input picture from the camera is

transformed first into the color space of

HSV, which detects the skin and removes

the backdrop. The application is developed

using Open CV and Pytorch

2.2 Air Canvas Application Using Open

CV and NumPy in Python Authors:

Prof. S.U. Saoji, Bharati Vidyapeeth One of

the most exciting and difficult areas of

image processing and pattern recognition

study in recent years has been writing in the

air. In many applications, it can enhance the

humanmachine interface. Tracking objects is

taken into considered a crucial undertaking

in the computer vision industry. The system

explains how to track a finger's path using

computer vision. Additionally, you can

utilize the generated text for sending emails

and other messages, among other things.

The goal of the project is to create a motion-



ISSN: 2366-1313

Volume IX Issue I APRIL 2024 www.zkginternational.com 1320

to-text converter that may be used as

software to enable wearable intelligent

devices to write while in the air. Taking

advantage of this gap, the project focuses on

creating a motion-to-text converter that may

be used as software for wearable intelligent

gadgets that allow for writing while in the

air.

2.3 Virtual Mouse Control Using

Coloured Finger Tips and Hand Gesture

Recognition. Authors:

Vantukala VishnuTeja Reddy and Thumma

Dhyanchand One study looks at hand

gesture tracking based on image in a live

video and uses fingertip recognition to

construct a virtual mouse for human-

computer interaction. The major goal is to

figure out how to control a cursor on a real-

world device and track a finger in it.

computer work is still done by hand. The

suggested approach explains hand gesture

and fingertip identification for virtual mouse

control. Two strategies are used in this study

to track the fingers: hand gesture detection

and the use of coloured caps. This consists

of three basic steps: tracking hand gestures,

implementing an on-screen cursor, and

detecting fingers using colour identification.

2.4 Speech to Text Translation enabling

Multilingualism Authors:

Shahana Bano and Gorsa Lakshmi Niharika

The process of accurately determining the

relevant text by extracting pertinent

information from an input speech signal is

known as speech recognition. The extensive

information conveyed by voice signals,

including speaker and linguistic details, has

motivated numerous researchers to create

systems that automatically understand

speech. The aim objective this system is to

extract, describe, and identify speech-related

data. The Minimum Distance Classifier,

Support Vector Machine (SVM), and Mel-

Frequency Cepstral Coefficient (MFCC)

feature extraction techniques are used in the

implementation of the suggested system to

classify speech.

2.5 Gesture Recognition Based Virtual

Mouse and Keyboard Authors:

Sugnik Roy Chowdhury and Sumit Pathak

The ultimate state of computer vision is

when a machine can recognize its owner

with just a basic image processing

application. People use this vision in many

parts of daily life at this stage of

development, such as automatic facial

recognition, color detection, and automobile,

etc. In this project, hand movements are

used to create an optical mouse and

keyboard using computer vision. The
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computer's camera is able to recognize

various hand movements, and based on these

gestures, the mouse or cursor will move on

the screen. It can even click to the left and

right using different gestures. Similar to this,

there are several gestures that may be used

to access the keyboard's functionalities. For

example, you can swipe left and right with a

four-figure gesture, or choose an alphabet

with one finger. Without a cord or any

external devices, it will function as a virtual

mouse and keyboard.

2.6 Design and Development of Hand

Gesture Based Virtual Mouse Authors:

Kabid Hassan Shibly and Samrat Kumar

Dey The goal is to replace conventional or

standard hardware with a basic webcam to

manage mouse functionalities. The Virtual

Mouse simply requires a webcam to

function as a bridge between the user and

the computer. It assists the user in

controlling mouse functions and interacting

with the system without the need for any

physical devices. Python is used to

implement the idea. programming language

and OpenCV, a library based on computer

vision. The hardware mouse may eventually

be replaced by this system.

4. SYSTEM DESIGN

A system is an orderly group of

interdependent components linked together

according to a plan to achieve a specific

objective. Its main characteristics are

organization, interaction, interdependence,

integration and a central objective.

The project encompasses a sophisticated

system design that integrates voice assistant

capabilities with dynamic gesture

recognition, empowering users to interact

with their computers seamlessly through

both voice commands and hand gestures.

Leveraging a comprehensive array of Python

libraries including OpenCV, Mediapipe,

pyttsx3, Speech Recognition, eel, pyaudio,

and screen-brightness-control, alongside

Convolutional Neural Network algorithms,

this innovative solution offers a multifaceted



ISSN: 2366-1313

Volume IX Issue I APRIL 2024 www.zkginternational.com 1322

user experience. At its core, the system

employs Speech Recognition to convert

spoken commands into text, enabling users

to interact with the computer using natural

language.

This text-based input triggers a series of

actions orchestrated by the voice assistant,

allowing users to perform various tasks,

from launching applications to executing

system commands. The integration of

pyttsx3 facilitates the conversion of textual

responses generated by the assistant into

audio feedback, ensuring a seamless and

intuitive interaction loop. Moreover, the

incorporation of dynamic gesture

recognition adds a novel dimension to

usercomputer interaction. By utilizing

OpenCV and Mediapipe, the system is

capable of capturing and interpreting hand

gestures in real-time, expanding the scope of

input modalities beyond traditional voice

commands. Through sophisticated

Convolutional Neural Network algorithms,

the system analyzes gesture patterns with

precision, enabling users to execute

commands and navigate through

applications effortlessly.

The seamless integration of voice commands

and dynamic gestures enhances user

convenience and accessibility. Users have

the flexibility to choose their preferred mode

of interaction based on their preferences and

situational context. Whether issuing voice

commands or gesturing commands, the

system responds promptly and accurately,

catering to diverse user needs and

preferences. Furthermore, the system

architecture prioritizes modularity and

extensibility, facilitating future

enhancements and customizations.

The use of eel enables the development of a

user-friendly graphical interface, providing a

visually intuitive platform for users to

interact with the system effortlessly.

Additionally, the integration of pyaudio

ensures robust audio input and output

capabilities, delivering high-fidelity sound

feedback essential for an immersive user

experience. Another notable feature of the

system is its ability to control screen

brightness seamlessly. By leveraging the

screen-brightness-control library, users can

adjust display settings effortlessly using

voice commands or gestures, enhancing user

comfort and optimizing energy efficiency. In

summary, the system design embodies a

sophisticated integration of voice assistant

capabilities and dynamic gesture recognition,

offering users a versatile and intuitive means

of interacting with their computers. Through

a harmonious fusion of Python libraries,
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machine learning algorithms, and intuitive

user interfaces, the system delivers a

seamless and immersive user experience,

empowering users to harness the full

potential of natural language and gesture-

based interactions in computing

environments.

ACTIVITY DIAGRAM:

8. OUTPUT SCREENS

Fig 4.1: Represents initial user interface

The output screen represents the basic user

interface that shows the voice assistant to the

user.

Fig 4.2: Represents the response after giving

a command

The output screen shows the voice assistant

responding to the command given by the

user and in this screen the user is launching

application with the help of assistant.
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Fig 4.3: Represents performing Dynamic

Gesture

The output screen shows that the user is

performing the dynamic gesture. Here the

user is performing neutral gesture where the

will be no action being made.

Fig 4.4: Represents performing Dynamic

Gesture

The output screen shows that the user is

performing the dynamic gesture where the

user is moving the cursor without using the

mouse pad or the mouse.

Fig 4.5: Represents performing Dynamic

Gesture

The output screen shows that the user is

performing the dynamic gesture. Here the

user is performing double-tap gesture.

Fig 4.6: Represents the response after giving

a command

The output screen shows the voice assistant

responding to the command given by the

user and in this screen the user is stopping

dynamic gesture application with the help of

the assistant.
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Fig 4.7: Represents the termination

The user is terminating the assistant by

giving the command “Exit”. The assistant

stops responding to the user after the

termination. There will be no response from

the assistant.

5. CONCLUSION

In conclusion, the implementation of a

Virtually controlled system, leveraging hand

gesture technology, presents a revolutionary

approach to computer interaction. By

incorporating cursor operations, keyboard

functionalities, writing capabilities, and

voice-to-text conversion, this system offers a

seamless and intuitive user experience.

Notably, its reliance on simple webcam

technology significantly reduces hardware

costs, making it accessible for educational

settings, particularly in smart classrooms.

Moreover, its potential extends to aiding

physically challenged and elderly

individuals, enhancing communication and

accessibility. Beyond its utility in education

and accessibility, this system streamlines

presentations and minimizes workspace

clutter by eliminating the need for additional

hardware devices. Ultimately, by bringing

users closer to their workspace and offering

a user-friendly interface, the Virtually

controlled system marks a significant

advancement in human-computer interaction,

promising increased efficiency and

convenience in various contexts.

6. FUTURE ENHANCEMENTS

Looking ahead, the trajectory of Hand

Gesture Recognition technology promises

remarkable enhancements across various

sectors. Major players such as Microsoft,

Samsung, and Sony are spearheading

advancements, extending beyond traditional

devices like laptops and handheld gadgets to

encompass professional equipment and LED

lights. In the realm of Entertainment,

Gesture Recognition is poised to

revolutionize user interfaces, immersive

experiences, and interactive content creation.

Artificial Intelligence integration will further

amplify its capabilities, enabling more

intuitive interactions and personalized
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content delivery. Education stands to benefit

significantly from Gesture Recognition,

facilitating innovative teaching methods,

interactive learning environments, and

adaptive educational tools. Medical

applications hold immense potential, with

developments in robotic assistance, surgical

procedures, and patient monitoring systems

leveraging hand gestures for precise control

and enhanced efficiency. Automation across

industries will witness transformative shifts,

with Gesture Recognition playing a pivotal

role in streamlining processes, enhancing

productivity, and improving safety protocols.

As research and development continue to

drive advancements, cost-effectiveness and

accessibility will increase, democratizing the

technology and enabling widespread

adoption. Smartphones will evolve to offer

even more seamless and intuitive

interactions through advanced Gesture

Recognition features, including touchless

gestures for navigation and control.

Wearable devices like Google Glass will

integrate Gesture Recognition for hands-free

operation, enhancing user convenience and

expanding their utility. Moreover, Gesture

Recognition will be integrated into smart

televisions, enabling intuitive control

options through voice commands and hand

gestures, revolutionizing home

entertainment experiences. In the medical

field, the emergence of robotic nurses and

medical assistants equipped with Gesture

Recognition capabilities will revolutionize

patient care, offering precise and efficient

assistance to healthcare professionals. While

the future of technology remains

unpredictable, one thing is certain: Gesture

Recognition is poised for continued growth

and evolution, promising more immersive,

efficient, and impactful experiences that will

shape the way we interact with technology

and each other.

7. REFERENCES

(1). F. Soroni,S.a. Sajid,M.N.H. Bhuiyan,J.

Iqbal and M.M. Khan," Hand Gesture

Grounded Assistant Using Webcam," 2021

IEEE 12th Annual Information Technology,

Electronics and Mobile Communication

Conference (IEMCON), 2021, pp. 0134-

0140, doi10.1109/

IEMCON53756.2021.9623181.

(2). R. Lyu etal.," A flexible cutlet-

mounted airbrush model for immersive

latitude oil," 2017 IEEE/ ACIS 16th

International Conference on Computer and

Information Science (ICIS), 2017, pp. 395-

400, doi10.1109/ICIS.2017.7960025.



ISSN: 2366-1313

Volume IX Issue I APRIL 2024 www.zkginternational.com 1327

3). Prof.S.U. Saoji, Nishtha Dua, Akash

Kumar Choudhary, Bharat Phogat “ Air

Canvas operation using OpenCV and

NumPy in python ” International Research

Journal of Engineering and Technology,

Volume 08, Issue 08 Aug 2021

(4). K.V.V. Reddy, T.Dhyanchand, G.V.

Krishna and S. Maheshwaram," Virtual

Mouse Control Using Colored Finger Tips

and Hand Gesture Recognition", 2020,

doi10.1109/ HYDCON48903.2020.9242677.

5). P. Ramasamy, G. Prabhu and R.

Srinivasan," An provident air jotting system

and a converting cutlet movements to

textbook using web camera," 2016

International Conference on Recent Trends

in the Information Technology (ICRTIT),

2016,pp. 1- 6,

doi10.1109/ICRTIT.2016.7569563.

6). C.D. Sai Nikhil,C.U. Someswara Rao, E.

Brumancia, K. Indira, T.Anandhi and P.

Ajitha," Finger Recognition and Gesture

grounded Virtual Keyboard," 2020 5th

International Conference on Communication

and Electronics Systems( ICCES), 2020,pp.

1321- 1324, doi10.1109/

ICCES48766.2020.9137889.

7). S. Bano, P. Jithendra, G.L. Niharika

andY. Sikhi," Speech to Text restatement

enabling Multilingualism," 2020 IEEE

International Conference for Innovation in

Technology( INOCON), 2020, pp. 1- 4,

doi10.1109/ INOCON50539.2020.9298280.

8). M.S. Alam,K.-C. Kwon and N. Kim,"

Line- Grounded Air- Writing Character

Recognition Using Convolutional Neural

Network," 2019 4th transnational

Conference on Control, Robotics and

Cybernetics( CRC), 2019,pp. 86- 90,

doi10.1109/CRC.2019.00026.

9). S.S. Abhilash, L. Thomas, N. Wilson and

C. Chaithanya," Virtual Mouse Using Hand

Gesture", International Research Journal of

Engineering and Technology (IRJET), vol. 5,

no. 4, pp. 3903- 3906, 2018

(10). S. Song, D. Yan and Y. Xie," Design

of control system grounded on hand gesture

recognition," 2018 IEEE 15th International

Conference on Networking, seeing and

Control (ICNSC), 2018, pp. 1- 4,

doi10.1109/ICNSC.2018.836135


