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Abstract:  Rain drops have different distance from their position to camera, rain drop in the air appear 

with varying degrees of blurring and resolution. A rain image and its multi-scale (or multiresolution) 

counterparts both show similar rain patterns, making possible to use this information for rain drop 

presentation. The multi scale progressive technique for single rain image drop removal is the name of the 

framework in which we examine the multi scale representation for rain drop from the view of input 

image scales and pyramidal deep features because multiscale progressive approach had better results in 

different image processing models. We use recurrent calculation to collect the texture for similar rain 

drops at various locations. This enables us to examine the information at the dimension to define the 

target rain. In addition, we build multi-scale hierarchal structures and add the attention mechanism to 

direct the careful integration of these associated data from various scales. The training is boosted by this 

multi scale progressive fusion technique in addition to the cooperative representation. Our suggested 

strategy receives the most cutting-edge outcomes after being thoroughly tested on numerous benchmark 

datasets. Additionally, we perform tests on combined detraining, detection, and segmentation tasks, 

which sparks a fresh line of inquiry into task-driven image de-raining. 
Keywords: Image De-raining, Convolution Neural Network, Deep Learning. 

1.Introduction: considerable difficulties caused by rain streaks in pictures and films, particularly in 

outdoor vision applications like traffic control, surveillance, and self-driving cars. In addition to impairing 

visual quality, these rain streaks also hinder the operation of several computer vision algorithms, which has 

an impact on real-world applications in industries like entertainment, remote sensing, and weather 

forecasting. The goal of the project is to create a practical and efficient way to improve image quality and 

clarity in bad weather, which is essential for automated systems and human perception alike.  

considerable difficulties caused by rain streaks in pictures and films, particularly in outdoor vision 

applications like traffic control, surveillance, and self-driving cars. In addition to impairing visual quality, 

these rain streaks also hinder the operation of several computer vision algorithms, which has an impact on 

real-world applications in industries like entertainment, remote sensing, and weather forecasting. The goal of 

the project is to create a practical and efficient way to improve image quality and clarity in bad weather, 

which is essential for automated systems and human perception alike. This work presents a new method for 

image de-raining, focusing on the difficulty of eliminating rain streaks from individual pictures. 

 This project innovates by concentrating on single-image processing as opposed to conventional techniques 

that deal with video sequences. Using convolutional neural networks and deep learning, suggested approach 

seeks to rewrite the rules for picture deraining. To provide excellent results, it integrates deep learning 

techniques with domain knowledge specific to image processing in a unique way. This method not only 
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increases the potential of many computer vision applications in bad weather, but it also promises to improve 

the quality of photos impacted by rain. 

2.Literature survey:  

Methods including Bossu et al. [1] presents a computer vision-based system that can identify whether it is 

raining or snowing. A traditional Gaussian Mixture Model is used in image sequences to distinguish the 

foreground from the background. Due to the dynamic nature of rain and snow, the foreground model is 

utilized for their detection. To choose the possible rain streaks, size- and photometry-based selection 

criteria are presented. Jie et al. [2] has proposed a. Removing rain is crucial to enhancing the resilience of 

systems that rely on outdoor vision. Existing techniques for removing rain have problems when it comes 

to either complicated dynamic pictures captured by quickly moving cameras or heavy downpours with 

opaque occlusions.  In this case, a unique Derain algorithm breaks down the picture into depth-consistent 

units using super pixel (SP) segmentation. Xu et al. [3] has proposed Rain streaks can be eliminated from 

an image using a deep network design called DerainNet. The mapping link between rainy and clean 

picture detail layers is directly learned from data using a deep convolutional neural network (CNN). For 

training, we create photos with rain because we lack the ground truth equivalent to real-world images of 

it raining. 

Li-Wei Kang, et al. [4] proposed Using morphological component analysis to formulate rain removal as 

an image decomposition problem, we offer a framework for rain removal based on a single image. The 

suggested method divides a picture using a bilateral filter into its low- and high-frequency (HF) 

components before performing a traditional image decomposition methodology directly.  Wei-Sheng Lai, 

et al. [5] To gradually reconstruct the sub-band residuals of high-resolution pictures, the Laplacian 

Pyramid Super-Resolution Network (LapSRN) is suggested. Using coarse-resolution feature maps as 

input, our model predicts the high-frequency residuals at each pyramid level and then upsamples to the 

finer level using transposed convolutions. The method drastically lowers the computational complexity 

because it does not require bicubic interpolation as a pre-processing step. 

Xue et al. [6] Lightweight pyramid networks for image deraining. IEEE Transactions on Neural Networks 

and Learning Systems, 2019. The Laplacian pyramid to predict the  clean Gaussian pyramid Xia  et al. 

[7]  Recurrent Squeeze-and-  Excitation  Context  Aggregation  Net for Single  Image  Deraining It 

includes the exponentially  increasing dilation and removal of  the BN layer.Rui et al [8]Attentive 

generative  adversarial  network for  raindrop  removal  from a single  image The method utilizes a 

generative adversarial network,  along with the input image to  generate a raindrop-free image  through a 

contextual autoencoder 

3. Materials and Methodology:  
 3.1. Data Collection: The foundation of the training process is data gathering and preprocessing. A 

sizable dataset made up of clean and artificially rained versions of the photographs is assembled Pre-

processing is done on these pictures to guarantee consistency in format, resolution, and size. The deep 

learning model is then trained on this dataset, with the goal of lowering the loss function, which is a 

representation of the variation between the output of the network and the clean image. Iterative training 
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involves continuously adjusting layers, filters, and hyperparameters to maximize the model's 

performance. A battery of tests is used to validate the model with both artificial and real-world images. 

This is a critical stage in evaluating the model's generalizability and efficacy over a range of contexts. 

The derained images are statistically assessed for quality using performance metrics like Structural 

similarity index (SSIM) and Peak signal-to-noise ratio (PSNR). 

3.2. Selection of Implementation Platform: Python is the language utilized, and Jupyter Notebook is 

the platform used for this machine learning implementation.  

3.3. Data Preparation: This entails collecting a wide range of photos, including both dry and wet ones. 

To add more variation, artificial rain effects can be added to the dataset. Shrinking photographs to a 

consistent size, normalizing pixel values, and maybe using data augmentation methods like flipping, 

rotating, or adding noise are some examples of standardizing image formats. 

3.4. Modelling: The figure 1 shows the overall methodology of the paper.  
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Fig. 1. Methodology  
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3.5 Guided filter: The function guidedfilter, which embodies the guided filter algorithm, accepts an 

input picture , a guiding image , a filter radius , and a supplementary epsilon parameter  are included. 

The following is a concise representation of the algorithm:  

3.5.1 Application of Guided Filters: 

The application of the guided filter to the input image forms the basis of the process(x) and the directing 

picture (y):                

3.5.2 Mathematical Formulation: 

The guided filter is based on mathematical relationships that are essential to its performance. A box filter 

applied to a tensor of ones yields  N, the normalization factor. The input tensor X's mean is represented 

by mean_X, which is obtained by dividing X by N after a box filter is applied. The link between a 

guiding tensor Y and X is captured by the covariance term cov_{XY}, which is computed as the product 

of mean_X and mean_Y minus the box filter of X * Y divided by N. These foundational elements include 

variables like A and B, which are essential to the guided filter's complex calculation.  

  

N = box_filter(ones((1, 1, W, H)), r) 

mean_x = box_filter(x, r) / N 

covxy = box_filter(x * y, r) / N - mean_x * mean_y 

3.6 Network Architecture: DerainNet: 

As a preprocessing phase, a guided filter is used by the DerainNet model to anticipate rain details. 

Convolutional layers are used in the design in both the input and detail levels to capture complex 

characteristics. TensorFlow's guided filter helps get a base layer that is essential to improving the model's 

performance. describes the DerainNet model's architecture. The output and detail layers are obtained by 

applying convolutional layers after the guidedfilter function has produced a base layer. 

3.7 loss function: 

Mean Squared Error (MSE)  The difference between the anticipated rain details and the ground truth 

labels is measured in the code using the Mean Squared Error (MSE) loss. The average squared difference 

between matching elements of the actual and predicted values is determined by the regression loss 

function, or MSE, which is frequently used. 

loss = tf.reducemean(tf.square(detailslabel - detailsoutput)) 

 detailslabel gives the base rain details, and detailsoutput is the predict output from the DerainNet model. 

The tf.square function gives the element wise squares of the difference, and tf.reducemean calculate  

mean for all elements, gives the MSE loss. 

3.8 optimization: 

The Adam optimizer is used to improve the model's parameters and minimize the MSE loss. an adaptive 

learning rate optimization technique. It accelerates the rate of convergence by varying the learning rates 

for each parameter separately. 

3.8.1 Parameter tuning : Adjusting ParametersA key component of successful optimization is knowing 

and adjusting the network's parameters. These factors include the patch size, number of channels, and 

learning rate, which affect the step size during optimization. They also include architecture-specific 

characteristics like these. In order to balance convergence and model complexity, these parameters need 
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to be carefully adjusted.In order to ensure that the DerainNet model learns to efficiently derain images 

during training, the optimization procedure involves the use of the Adam optimizer in conjunction with 

MSE loss and careful parameter tweaking. To achieve best performance, these components must be 

regularly monitored and adjusted. 

 

3.9 Image Processing Loop: 

The DerainNet model must be initialized, which is the next critical step. By utilizing TensorFlow 

functions, we established the framework for effective image processing. Our methodology becomes 

versatile for training and using pre-trained models with a TensorFlow session and a saver for model 

checkpoints. This flexibility is essential to our research's dynamic nature. The iterative image processing 

loop is the beating heart of our methodology. We use DerainNet on every image in the dataset and use 

metrics like Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity Index (SSIM) to assess the 

quality of the derained photos. The loop guarantees a thorough evaluation of the model's performance on 

a variety of images. Saved processed photos offer real results for additional examination. Our 

methodology includes a targeted step to examine and assess a particular image as an extra level of 

examination. This targeted research expands on our knowledge of our model's potential and constraints 

by offering in-depth insights into how it functions under particular circumstances.A comprehensive 

method for picture deraining with DerainNet is formed by combining dataset preparation, model 

initialization, the image processing loop, and particular image evaluation. Each step is accompanied by 

snippets of code, providing an open and repeatable process for further study and development in this 

area. 

 

4.Comparative analysis:  
 

Ref Dataset Method PSNR/SSIM 

Rui et al. [8] YOLO-V3 Attentive generative 
adversarial network 

20.43 

Xia et al. [7] Rain800 Recurrent squeeze 
and Excitation 
context  

24.73 

Wei et al. [5] BSDS100 Deep Laplacian 
pyramid Network  

25.72 

Xue et al. [6] Rain100H Lightweight Pyramid 
Network  

23.73/0.81 

Xu et al. [3] UCID A deep network 
architecture for  
single-image rain  
removal 

0.82(SSIM)/24.31 
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Our study UCID Single Image De-

raining Using 
Multiscale  
Progressive Fusion 
Network 

0.86(SSIM)/27.71 

 

UCID dataset used in [3] and got 0.82 SSIM value and 24.31 PSNR value same UCID dataset is used in 

our model and we got 0.86 SSIM and 27.71 PSNR value our model comparatively done better than 

[7],[5],[6] . 

 

5.Results:  
Below images are output screens of our rained image: Figure shows a original image and a specific 

image after processed. We show a side-by-side comparison of the original and derained versions of the 
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photographs in the results section. This graphic illustration demonstrates how successful the deraining 

procedure is. Furthermore, we offer a quantitative assessment of the restoration accomplished for every 

image pair by providing Peak Signal-to-Noise Ratio (PSNR) values. We assess the deraining algorithm's 

effectiveness both visually and numerically, talking about how it can reduce the effects of rain-induced 

degradation while improving image clarity and preserving crucial information. 

Rainy images has noise and details are not clearly shown but in derained images we found clarity and 

details . 

 

Figure shows PSNR and SSIM values of specific image 

 

 

In order to measure the improvement in image quality, PSNR values are given. We explore both the 

numerical and visual components of this technique, offering a thorough grasp of how the deraining 

process affects image restoration. PSNR value helps to showcase the reduced noise of our image . PSNR 

and SSIM values are given for specified image too  

   

6.Conclusion 

 The creation of the single-image deraining project using a deep Convolutional Neural Network (CNN) 

represent a notable leap forward in the realm of image processing. This project effectively showcased the 

capability of a deep learning-based approach to remove rain streaks from individual images, significantly 



 

942 

Volume        IX       Issue I      APRIL    2024    www.zkginternational.com 

elevating image quality. The model's noteworthy attributes, including high accuracy, efficiency, and the 

preservation of original image integrity, highlight its potential applications across diverse fields such as 

photography, film, surveillance, and autonomous vehicle navigation. 

 

A pivotal success of this endeavor lies in its ability to address shortcomings inherent in traditional 

deraining methods, particularly in terms of processing speed and suitability for single-image 

applications. The user-friendly interface developed for the system further enhances its practicality, 

making it accessible to users with varying backgrounds. Positive feedback from initial users serves as a 

testament to the system's potential impact and usability. 

 

Nevertheless, the project encountered challenges, notably in the acquisition of diverse and 

comprehensive datasets essential for training the model. Additionally, exploring the interpretability of the 

AI's decision-making process emerged as a crucial aspect requiring further attention to instill trust and 

reliability in the system. These challenges underscore the ongoing efforts to refine and optimize the 

project for broader implementation and effectiveness. 
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