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Abstract: The resume parser helps us to convert the amorphous form of resume data into a

structured format. A resume parser analyses resume data and extract the most important

information that automatically stores, organizes, and analyses to find the best candidates.

For this project, we collected the data from 25 different category resumes for developing a

Machine learning model to find which category the resume belongs to. We build a resume

parser to extract text from two different files docx and pdf files. Using the Python-docx

library we extract the text when the resume is in a docx file and if the resume is in pdf format

means we use the PyMuPDF library for extracting the text. For converting the text into

numerical data, we implemented term frequency and inverse document frequency concept

which gives importance to each word based on probability. The ML models we developed

were used to find the category of the resume to which it belongs ex: java developer, data

scientist, Full stack developer. Email address and Phone number are well-defined patterns in

themselves. Thus, we would be using Regular Expressions in order to capture them in the

resume. So, with the help of ML models and python, we developed a resume parser

application that can extract the important information from the resume.
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I. INTRODUCTION

Resumes are commonly presented in PDF

or MS word format, and there is no

particular structured format to

present/create a resume. So, we can say

that each individual would have created a

different structure while preparing their

resumes. It is easy for us human beings to

read and understand those unstructured or

rather differently structured data because

of our experiences and understanding, but
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machines don’t work that way. Machines

cannot interpret it as easily as we can. The

conversion of cv/resume into formatted

text or structured information to make it

easy for review, analysis, and

understanding is an essential requirement

where we have to deal with lots of data.

Basically, taking an unstructured

resume/cv as an input and providing

structured output information is known as

resume parsing.

Subsequently, converting a resume into

prepared text or structured information

makes studying, analysing, and

comprehending easier. As a result, many

organizations and institutions depend on

Information Extraction, were unstructured

data and vital information

are extracted and converted to make

information more readable and organized

data forms.

The completion of this task takes a long

time for humans. So, it is necessary to

develop an

automated intelligent system that can

extract all relevant information to

determine whether

an applicant is suitable for a particular job

profile.

Resume parser is an NLP model that can

extract information like Skill, University,

Degree, Name, Phone, Designation, Email,

other social media links, Nationality, etc.

irrespective of their structure. To create

such an NLP model that can extract

various information from resume, we have

to train it on a proper dataset. And we all

know, creating a dataset is difficult if we

go for manual tagging. To reduce the

required time for creating a dataset, we

have used various techniques and libraries

in python, which helped us identifying

required information from resume.

Email address and Phone number are well-

defined patterns in themselves. Thus, we

would be using Regular Expressions in

order to capture them in the resume. This

may seem easy but in reality, one of the

most challenging tasks of resume parsing

is to extract the person’s name. There are

millions of names around the world and

living in a globalized world, we may come

up with a resume from anywhere. For

extracting the skills, we collected the top

50 skills and using spacy matcher we

mapped each word from the text with 50

skills so the words which match the

condition can belong to the skills category.

This technique helps us to find the skills

from the resume.

Corporate companies and recruitment

agencies process numerous resumes daily.

This is no task for humans. An automated

intelligent system is required which can

take out all the vital information from the

unstructured resumes and transform all of

them to a common structured format which
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can then be ranked for a specific job

position. Parsed information include name,

email address, social profiles, personal

websites, years of work experience, work

experiences, years of education, education

experiences, publications, certifications,

volunteer experiences, keywords and

finally the cluster of the resume (ex:

computer science, human resource, etc.).

The parsed information is then stored in a

database (NoSQL in this case) for later use.

Unlike other unstructured data (ex: email

body, web page contents, etc.), resumes

are a bit structured. Information is stored

in discrete sets. Each set contains data

about the person's contact, work

experience or education details. In spite of

this resumes are difficult to parse. This is

because they vary in types of information,

their order, writing style, etc. Moreover,

they can be written in various formats.

Some of the common ones include '.txt',

'.pdf', '.doc', '.docx', '.odt', '.rtf' etc. To

parse the data from different kinds of

resumes effectively and efficiently, the

model must not rely on the order or type of

data.

II. LITERATURE SURVEY

Agencies and different high-level

companies have to deal with an extreme

number of new jobs seeking employees

with different resumes. However, looking

after those large numbers of text data and

filtering out the needed candidates is a

burden on the brain and more time

consuming. Therefore, the essence of this

literature review is on studying resumes in

different formats such as single-column

resumes, double-column resumes with

extension.pdf,.docx, and how the

suggested Information Extraction System

converts that unstructured information into

structured layout through Parsing.

Accordingly, this review also helps to

understand and apply several in-use and

well recognized algorithms currently being

used in industries to reduce human labor.

Depending upon the Company's preference

to hire employees, the Extraction System

will manage the gathered information with

more readability and organized data forms.

Furthermore, the analysis of various

machine learning algorithms and natural

language processing techniques would be

equally carried out along with their proper

implementation and evaluation. The

reviews from multiple research

publications and journals are included

below.

The use of two natural language

processing algorithms to extract important

data from an unstructured multilingual CV

has provided a solution for selecting

relevant document parts and the similar

particular information at the low hierarchy

level (VUKADIN, et al., 2021). It uses a

machine learning method in NLP to obtain
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a high level of extraction accuracy. The

authors claim that they have solved the CV

parsing challenge by building an NLP

system. The recently introduced tokens

[NEW LINE] and [SKILL] are shown to

have trained to perform as expected.

Recruitment has evolved rapidly in the last

decade, from traditional job fairs to

webbased

recruitment platforms. As a result, (Wang

& Zu, 2019) presented a resume parsing

pipeline that uses neural network-based

classifiers and distributed embeddings

from

beginning to end. The pipeline eliminates

the laborious process of manually creating

several

handcrafted elements.

( Kopparapu, 2015)proposes a natural

language processing (NLP) system that

focuses on automated information

extraction from resume to facilitate speedy

resume search and management for

structured and unstructured resumes. The

reviewed literature addressed a wide range

of information extraction concepts and

research-based procedures and their main

approaches. The majority of the research

material uses a combination of ML and

DLbased methods. After analyzing all of

the review findings, it is easier to conclude

that extracting meaningful information

from resumes using NLP and its different

techniques like Regex and Spacy

simplifies the recruiting process

significantly minimizes time complexity in

a larger way.

HISTORY OF HIRING

The process of hiring has evolved over the

period of time. In the first-generation

hiring model, the companies would

advertise their vacancies on newspapers

and television. The applicants would send

in their resumes via post and their resumes

would be sorted manually. Once

shortlisted, the hiring team would call the

applicants for further rounds of interview.

Needless to say, this was a time-

consuming procedure. But the industries

started growing and so did the hiring needs.

Hence the companies started outsourcing

their hiring process. Hiring consultancies

came into existence. These agencies

required the applicants to upload their

resumes on their websites in particular

formats. The agencies would then go

through the structured data and shortlist

candidates for the company. This process

had a major drawback. There were

numerous agencies and each had their own

unique format. To overcome all the above

problems an intelligent algorithm was

required which could parse information

from any unstructured resumes, sort it

based on the clusters and rank it finally.

The model uses natural language

processing to understand the resume and
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then parse the information from it. Once

information is parsed it is stored in the

database. When the employer posts a job

opening, the system ranks the resumes

based on keyword matching and shows the

most relevant ones to the employer.

III. PROPOSEDMETHODOLOGY

The main objective of Natural Language

Processing (NLP)-based Resume Parser

using nlp project is to extract the required

information about candidates without

having to go through each and every

resume manually, which ultimately leads

to a more time and energy efficient process.

Resumes are commonly presented in PDF

or MS word format, and there is no

particular structured format to present a

resume. So, by using this project we can

convert the resume to a structured format.

A purpose system can help in resolving the

challenge of obtaining useful information

from a resume in a structured format. By

resolving this issue, recruiters will be able

to save hours each day by eliminating

manual resume screening. Bias in hiring is

still prevalent, thus this method may also

address the bias hiring process and

strengthen a non-bias policy.

SYSTEM ARCHITECTURE

Fig.1 System architecture

A) NLP TOKENIZATION

Tokenization is the task of chopping off a

provided character sequence and a detailed

document unit. It does away with certain

characters like punctuation and the

chopped units are further called tokens. It

can be illustrated as follows:

Tokens are usually referred to as terms or

words, but sometimes fabricating a

type/token distinction is essential. A

specimen of an array of characters in a

document that is assembled as a helpful

acceptable unit for processing is called a

token. Whereas, the group of tokens which

consists of same character sequence is

called type. And a type that is added to the

dictionary of IR system is called term. We

can completely differentiate a set of index
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terms from tokens. As an example, we can

say, they can be acceptable identifiers in

taxonomy, but mostly in modern IR

systems, they have a strong relation with

tokens in the document. Nevertheless, as a

substitute for being totally the tokens

appearing in the document, they are mostly

derived from them by various processes of

normalization

B) POS TAGGING

we’ll look at each token and try to guess

it’s part of speech whether it is a noun, a

verb, an adjective and so on. Knowing the

role of each word in the sentence will help

us start to figure

out what the sentence is talking about.

We can do this by feeding each word (and

some extra words around it for context)

into a pretrained part-of-speech

classification model:

Fig.2 Parts of speech

The part-of-speech model was originally

trained by feeding it millions of English

sentences with each word’s part of speech

already tagged and having it learn to

replicate that behaviour.

Keep in mind that the model is completely

based on statistics — it doesn’t actually

understand what the words mean in the

same way that humans do. It just knows

how to guess a part of speech based on

similar sentences and words it has seen

before

After processing the whole sentence, we’ll

have a result like this:

C) STOPWORDS

we want to consider the importance of

each word in the sentence. English has a

lot of filler

words that appear very frequently like

“and”, “the”, and “a”. When doing

statistics on text,

these words introduce a lot of noise since

they appear way more frequently than

other words.

Some NLP pipelines will flag them as stop

words — that is, words that you might

want to

filter out before doing any statistical

analysis.

Here’s how our sentence looks with the

stop words grayed out:

Stop words are usually identified by just

by checking a hardcoded list of known

stop words.
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But there’s no standard list of stop words

that is appropriate for all applications. The

list of

words to ignore can vary depending on

your application.

For example, if you are building a rock

band search engine, you want to make sure

you don’t

ignore the word “The”. Because not only

does the word “The” appear in a lot of

band names,

there’s a famous 1980’s rock band called

The The!

D) LEMMATIZATION

English is also one of the languages where

we can use various forms of base words.

When working on the computer, it can

understand that these words are used for

the same concepts when there are multiple

words in the sentences having the same

base words. The process is what we call

lemmatization in NLP.

It goes to the root level to find out the base

form of all the available words. They have

ordinary rules to handle the words, and

most of us are unaware of them. We can

also lemmatize verbs by finding their root,

unconjugated form. So “I had two

MacBooks” becomes “I [have] two

[macbook].”

IV. RESULTS
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Fig.3 Jupyter Interface

Fig.4 Resume Data set
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Fig.5 Corpus data

Fig.6 Graphical representation of categories from dataset
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Fig.7 Train Test Split

Fig.8 Parsed resume is generated

V. CONCLUSION

A normal resume is a compilation of

information about a person's work

experience, academic background,

qualifications, and personal details. These

elements might be present in a variety of

ways or not at all. It's difficult to keep up

with the jargon used in resumes. A resume

is made up of corporate names, institutions,

degrees, and other information that can be

written in a variety of ways. It will take
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time to review all the resume by an

individual.

Machine works faster than human and

their accuracy to do any task was also

good. Therefore, I have made a system

which includes machine learning that

extract the important information from

resumes within a minute or less than a

minute. The hiring individual can use this

system for hiring any individual. From this

project we conclude that with the help of

ML models and python, we developed a

resume parser application that can extract

the important information from the resume.

It is more constructive for companies to

hire the candidates by selecting the main

objects from their resumes which are

derived by using this resume parsing

application. Our approach is to make the

work of companies and candidates easier

and effective. Basically, our aim is to ease

the recruitment process. The process will

provide the quality of applicants for the

companies. The unfair and discriminatory

practice in the process will be dampened.
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