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Abstract: Online reviews have a great impact on business and commerce today. The decision
to buy products online is generally based on the reviews given by the users. Therefore,
opportunistic individuals or companies attempt to manipulate product reviews for their own
interests. This paper presents some models of supervised and supervised text mining models
to find fake online reviews and compares the performance of both methods on datasets

containing hotel reviews.
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Researchers have been studying roughly
several methods to spot such fake reviews
online. Some strategies are primarily based
on review content, and others are based
entirely on user behavior post reviews. The
content-based analysis makes
specialization in what is written in the
review. This is the review text where the
focus on user behavior is US, IP address,
number of reviewers' posts, etc. Most of
the proposed operations are models for
supervised classes. Furthermore, a few
researchers have worked with semi-
supervised ~ models. Semi-moderated
methods for losing trusted marks are

offered for reviews [1].

Nowadays, social media is more popular
as mobile devices can easily access social
media from anywhere. Therefore, social
networks have become a vital research
topic in many fields. As the diversity of
humans using the social community grows
daily, they talk to their peers so they can
share their own feelings daily, and wide-
ranging insights are generated. Monitoring
or censoring social media is the most
important issue in the contemporary
situation these days. These days, many
organizations have been using social
media marketing to promote their products
or brands, so it will be important for them
to calculate each product's achievement

and value [2]. Several tools with
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extensions were required: one to assess
how many customers in your logo are
attracted by your promotion, and the
second to find out what people think about
your unique brand to build social media
monitoring. Comparing user reviews is not
as clean as it seems to all customers. It
may be necessary to perform a sentiment
analysis, which is defined as recognizing
the polarities of buyer behaviour,
personality, and feelings in a single file or
sentence to assess your position. To
address this, we need machine learning
and  natural  language  processing
techniques, where most developers run
into trouble while looking to build their
own teams. In recent years, there has been
increasing interest in the help of social
media analytics for advertising, sentiment
assessment, and knowledge network
coherence. Social media data is modelled
according to the various classifications
attributed to 'aggregate statistics', i.e., Size,
speed, and versatility. The analysis of
social media desires on large volumes of
records must be done in an efficient and
timely manner. Media content analysis was
centralized in the social sciences, given the
important role social networks play in
shaping public opinion. This type of test
usually relies on the initial coding of the
text being tested, a step that involves
parsing and annotating the text and which

limits the amount of data that can be
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analysed. As the web improves, more and
more people are going online and
becoming record makers rather than more
effective agents of information in the
afterlife, leading to intense alarm and data
overload. There is a lot of special
information in the online craft reviews,
which plays a big role in the selection
techniques. For example, a customer will
decide what to buy if they see valuable

reviews[3].

In this paper, we do some kinds of
processes to detect fake reviews online,
some of which can be semi-monitored, and
some of them can be censored. For semi-
moderated knowledge, we use a set of
expectation maximization rules. Naive
Bayes statistical classifier and support
vector machines (SVMs) are used as
classifiers in our study paints to improve
classification performance. We have
particularly focused on the content of
assessment-based technologies. as our
advantage. Remember the frequency of the
phrase used, the polarity of feelings, and
the length of the overall description posted

by others, especially users trusted friend

II. LITERATURE SURVEY
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Researchers have been studying about
many approaches for detection of these
fake online reviews. Some approaches are
reviewing content based and some are
based on behaviour of the user who is
posting reviews. Content based study
focuses on what is written on the review
that is the text of the review where user
behaviour-based method focuses on
country, ip-address, number of posts of the
reviewer etc. Most of the proposed
approaches are supervised -classification
models. Few researchers, also have
worked with semi-supervised models.
Semi-supervised methods are being
introduced for lack of reliable labelling of

the reviews

This paper chose primarily three methods
for text classification because of their
relative  popularity and success in

prediction of sentiments:

Naive Bayes: This works on the
assumption of conditional independence
and despite this oversimplified assumption,
Naive Bayes performs well in many
complex real-world problems. Naive
Bayes classifier is superior in terms of
CPU and memory consumption. Support
Vector Machines: SVM also provides a
robust approach to build text classifiers
and was picked because of its ability to
handle High dimensional input space.

When learning text classifiers, many
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(morethan10000)  features can been
countered. Since SVMs use over fitting
protection, which does not necessarily
depend on the number of features, they
have the potential to handle these large

feature spaces.

Maximum Entropy: MaxEnt Naive
Bayes is based on  conditional
independence assumption, hence to ensure
that this paper covers an alternative, it uses
Maximum Entropy that does not assume
conditional independence. It is based on
the Principle of Maximum Entropy and
from all the models that fit the training
data, selects the one which has the largest
entropy. Although it takes more time than
Naive Bayes to train the model, this
method has proven to be useful in cases
where we do not know anything about the
prior distribution (Hening-Thurau etal.,
2003) state that customer comments
articulated via the Internet are available to
a large number of other customers, and
therefore can be expected to have a
significant impact on the success of goods
and services. This on consumer buying and
communication behavior are tested in a
large-scale empirical study. The results
illustrate that consumers read online
articulations mainly to save decision-
making time and make better buying
decisions. Structural equation modeling

shows that their motives for retrieving
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online articulations strongly influence their
behavior (Duan et al., 2008) showed that
both a movie’s box office revenue and
WOM valence significantly influence
WOM volume. WOM volume in turn leads
to higher retrieve other customer’s online
articulations from webbased consumer
opinion platforms. The relevance of these
motives and their impact box office
performance. This positive feedback
mechanism highlights the importance of
WOM in generating and sustaining retail
revenue. (Chevalier & Mayzlin, 2006)
hypothesized that buyers suspect that
many reviewers are authors or other biased
parties. They found marginal (negative)
impact of 1-star reviews is greater than the
(positive) impact of S-star reviews. The
results suggest that new forms of customer
communication on the Internet have an
important impact on customer behavior.
Work on sentiment analysis found using a
formal approach is the work by (Simancik
and Lee, 2009). The paper presents a
method to detect sentiment of newspaper
headlines, in fact partially using the same
grammar formalism that later will be
presented and used in this work, however
without the combinatorial logic approach.
The paper focus on some specific
problems  arising  with  analysing
newspaper headlines, e.g., such as headline
texts often do not constitute a complete

sentence, etc.
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J. K. Rout et al. [4] With more consumers
using online opinion reviews to inform
their service decision making, opinion
reviews have an economic impact on the
bottom line of businesses. Unsurprisingly,
opportunistic individuals or groups have
attempted to abuse or manipulate online
opinion reviews (e.g., spam reviews) to
make profits and so on, and that detecting
deceptive and fake opinion reviews is a
topic of ongoing research interest. In this
paper, we explain how semi-supervised
learning methods can be used to detect
spam reviews, prior to demonstrating its

utility using a data set of hotel reviews.

E. P. Lim, et al. [5] This job seeks to
detect customers creating spam reviews or
reviewing spammers. We detected several
distinct behaviours for testing spammers
and changed these behaviours if you want
to find spammers. Specifically, we seek to
model subsequent behaviours. First,
spammers may also target specific goods
or product organizations to maximize their
impact. Second, they tend to avoid
alternative reviewers of their merchandise
results. We then select a subset of
relatively suspicious reviewers for further
examination by our consumer testers with
the help of an online spammer testing
program developed primarily for test
subjects. Our results show that our
methods  and

proposed supervised
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classification effectively detect spammers
and outperform other standard methods
that rely solely on help votes. In the end,
we showed that detected spammers impact

ratings more than useless reviewers.

Cardie et al. [6] Consumer buying
decisions are increasingly influenced by
the reviews that consumers generate online.
As a result, there was a situation
developing about being able to submit
unsolicited misleading reviews - fake
reviews that were intentionally written to
appear true, to lie to the reader. In this
paper, we explore widespread tactics for
identifying deceptive online review spam
based entirely on a new gold-preferred
dataset, which consists of statistics from 3
unique domain names (e.g., hotel,
restaurant, medical), each of which
includes three patterns of opinions, ie. The
customer gave honest reviews, Turker
gave misleading reviews, and staff
(professionals) gave misleading reviews.
Furthermore, our technology attempts to
take advantage of the general difference in
language usage between misleading and
honest reviews, which we hope will help
customers make purchasing decisions and
review portal operators, such as
TripAdvisor or Yelp, to screen for
potentially fraudulent practices on their

websites.

III.  PROPOSED WORK
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We have applied both semi-supervised and
supervised classifications. We used the

Expectation-Maximization (EM) algorithm

for the semi-moderated record set category.

The expectation-maximization algorithm,
first proposed by Karimpour et al., is
designed to label unlabeled records for
training. The rules work as follows: the
classifier is first derived from the set of
classified data. This workbook is then used
to label the unlabeled dataset. Let this
expected set of stickers be PU. Now any
other classifier is derived from the mixed
units of the labeled and unlabeled datasets
and used to classify the unlabeled dataset
again. This method is repeated until the
PU group has stabilized. After producing a
robust PU set, we taught the typing
algorithm with the combined learning set
for each labeled and unlabeled dataset and
set it up to predict the validation dataset.

The algorithm is given below.

Expectation-Maximization (EM)
algorithm
Volume ViiI Issue | FEBRUARY
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Algorithm 2 EM Algorithm

INPUT: Labeled nstance set L, and unlabeled instance set

U.
OUTPUT: Deployable classifier, C.

l: C & train(L);

%Pl = @

3: while true do

& PU=predict(C,U);
5. il PU same as in previous iteration then
6 return

7. end if

8 O« train(LUPU);

%: end while

As classifier, we have used Support Vector
machines (SVM) and Naive Bayes(NB)
classifier with EM algorithm. Scikit Learn
package of Python programming language
provides sophisticated library of these
classifiers. Hence for our research work,
we have used Python with scikit-learn and
numpy packages. We have tuned the
parameters of the SVM for better results.
For supervised classification, we have used
Naive Bayes and SVM classifiers. We
know, Naive Bayes classifier can be
implemented where conditional
independence property is maintained. As,
text comes randomly from user mind, we
can’t know what the next line and word is
going to be. Hence, Naive Bayes classifier
is popularly used in text mining. It is

probabilistic method hence it can be used
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both for classification and regression. It is

also very fast to calculate

To detect fake reviews online, we start
with raw text data. We used a dataset that
previous researchers had already compiled.
We move unnecessary texts like articles
and prepositions into facts. These textual
statistics are then converted into numeric
facts to make them fit for the workbook.
Important and

important abilities are

drawn, after which the separation
technique took place. We also used the
'Popular Gold' dataset curated with the
help of Ott et al. [7], we didn't need
ladders such as handling missing values,
inconsistency removal, redundancy
removal, etc. Instead, we needed to merge
texts, create a dictionary, and assign texts
to numeric rate due to pre-processing
obligations. We used recall of phrase
sentiment

frequency, polarity, and

evaluation duration as our characteristics.

We have taken 2000 sentences as functions.

Therefore, the dimensions of our function
vector are 160 2002. We did not take n-
grams or parts of speech as features
because these are functions derived from a
bag of words and may be intended for
overfitting. The feature extraction system

is summarized in Figure 1.

SYSTEM ARCHITECTURE
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Reviews

['th Review

Tokenization

Counting
frequency
[SemimemH ['th feature J

pattern

Fig. Stages of proposed feature extraction

Removal of non
alphabetic words

process

From the figure 1, we can see that, when
we are working with i’th review, it’s
corresponding features are generated in the

following procedure.

1) Each review goes through tokenization
process first. Then, unnecessary words are
removed and candidate feature words are

generated.

2) Each candidate feature words are
checked against the dictionary and if it’s
entry is available in the dictionary then it’s
frequency is counted and added to the
vector that

column in the feature

corresponds the numeric map of the word.

3) Alongside with counting frequency, the
length of the review is measured and

added to the feature vector.

4) Finally, sentiment score which is
available in the data set is added in the

feature vector. We have assigned negative
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sentiment as zero valued and positive
sentiment as some positive valued in the

feature vector.

We have applied both semi-supervised and
supervised  ratings. We used the
maximization and expectation (EM) rule
set for the semi-supervised classification

of the record set.

The set of expectation maximization (EM)
algorithm proposed by Karimpour et al. [8]
is designed to label unlabeled information

for use in education. The algorithm works

ISSN: 2366-1313

as follows: the classifier is first derived
from the labeled data set. This workbook is
then used to label the unlabeled dataset.
Let this expected set of stickers be PU.
Now any other classifier is derived from
the combined units of the labeled and
unlabeled datasets and used to classify the
unlabeled dataset again. This procedure is
repeated until the hard PU is installed.
After producing a robust PU set, we test
the class rules with the combined training
set of labeled and unlabeled datasets and

initialize it to predict the test dataset

IV.  RESULTS AND PERFORMANCE ANALYSIS

Detection of Fake Online Reviews using Semi-Supervised and Supervised Learning

Upload Gold Standard Reviens Diatanck

Freprecess Dataset

Fan EM-SVA Algorithm

Rus EM-Naive Bayes Algorithus

Run SV Algorithm
Ran Naive Bayes Algorithm
Comparizen Graph

Upload Test Review & Fredict Fake & Seatiments

ﬂ O Type hers to search d

Fig.2 Application interface

In above screen click on ‘Upload Gold Standard Reviews Dataset’ button to upload dataset
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Fig.3 Uploading dataset

In above screen selecting and uploading ‘dataset.csv’ file and then click on ‘Open’ button to

load dataset and to get below screen

¥ Dstaction of Fake Driing Fevkws using Semi-Supernvisd ard Supsnvisad Leaming

Detection of Fake Ouline Reviews using Semi-Supervised aud Supervised Learning

E 202U lerest Fake Reviews Dataset datazetcsy loaded

Upload Gold Standard Reviews Dataset
Preprocess Dataset |
Toun EM-SWVA Algorithm

Run EM-Naive Bayes Algorithm

Ruwn SVM Algorithm
Fun Naive Bayes Algorithm
Comparisen Graph |

Upload Test Review & Fredict Fake & Scabments

ﬂ O Type here to search

Fig.4 Pre-processing Dataset

In above screen dataset loaded and now click on ‘Preprocess Dataset’ button to read and

process dataset and to get below screen
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Fig.5 Preprocessed Dataset

In above screen from all reviews we removed stop words and after === symbol we can see it
label as 0 or 1 and now scroll down above screen to bottom to see TF-IDF vector. You can

see below screen

*

§ Detaction of Faka Drdin Reviws using Sami-Supanised and Supered Learming - a

Detection of Fake Ouline Reviews using Semi-Supervised and Supervised Learniug

Upload Gold Standard Reviens Dataset ood natchimg lawghmg u tronble locating reservabion room tiny im paying might roam expect albde walk
arommd hed alse tiny wall thin conld hear neighbor talking next door botel probably beawtifal classy see
ms outidated die repair wo ot staying ==——

Preprocess Dataset | though gramd brand herel seems dizappolsr certain front staff seemed spooty arrogant request upgrade
fulfilled repetitive request mitial room small cost paid veuld expect coffee maker free imternet service

R EMLSVAL Algorithm least evem regular b eﬂw.'lm'(harﬂ_e'rez}mz comuplete vip thing matched grandenr cleandiness loca
tiom good 5630 made siay wopleasant L

paluger hews e bilton look good pleture omrside acrually disadrer botel weat lobby dity roem ot deaned

Rus EM-Naive Bayes Algoriibus | smellod thoranghly smoke rogquosiod pillaw lady phous scoffod said somd took hour pillow botol good o
e - xample pay wt abways get retarning === [

| able absolntely  aceess accommedatmg accomneodation accomst .. write  wyong year ves

R SVM Algorithon | bt
0060000 00 5230154 LX) [EREIETTET 0 . b 000M0e 00 00 De o 00
: ) : 10000000 B0 0008000 B DOMOBD 0 . 0 000K006 0.0 00 DO 0.0
R Nahat Riyss Aarile: 3OAETTIT e 0.000000 G0 0OK060 6.0 .. 0.0 0000000 0.0 0.0 DO 0.0
10000000 60 000G G OOMOGD 00 . 0 000M000 00 00 B0 0.0
Comparisen Unpl: 4 d0eme [ R T (X3 [T [ (X1 (i QO0Eae 00 00 0o 00
i . . . 159% 0.000000 0.0 0000000 00 4AT0426 00 .. 00 0.000000 0.6 0.0 0.0 0.0
Upload Test Review & Prodict Fake & Seatiments 1596 0.000000 0.0 0000000 00 LOMOS 00 .. 00 0000000 00 0.0 0.0 00
1597 L6729 A0 OLOADI 0 DOBGOD 00 . b 4370426 06 G0 00 00
1595 0000000 0.0 0000000 00 BODGN 00 ., D O.000000 06 00 00 00

1599 0,000000 0.0 0.000000 00 0000000 00 .. O 0000000 06 6.0 00 00

[1600 rows © L1000 calumas]

Total Reviews found bn dataser : 1600
Total records wsed to traim macking learnimg algorithoes = 1280
Total records wsed to test machine learning algorithms = 320

H O T¥pE here 10 search

Fig.6 Run EM-SVM Algorithm

In above screen in top row we can see all words separated by TAB and in below top row we
can see its numeric value calculated using TF-IDF. In above screen in bottom we can see

dataset contains total 1600 reviews and then application using 1280 reviews for training and
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320 reviews for testing. Now train and test data is ready and now click on ‘Run EM-SVM

Algorithm’ button to train it.

# Ditectinn of Fake Drfing Beviews ysing Semi-Supervised snd Supervized Lesmming

Detection of Fake Ouline Reviews using Semi-Supervised and Supervised Learning

Upload Gold Standard Roviews Datasat lﬂi-&'"!\i Accuracy - 49.0625
i it

Run EM-SVM Algorithm

Run EM-Naive Bayes Algorithm

Roon SV Algorithm

BRap Naive Bayes Algorithm

Comparizen Graph |

Upload Test Review & Predict Fake & Scatiments

ﬂ O 1ipe here to search a
Fig.7 EM-SVM Accuracy

In above screen EM-SVM got 49% accuracy and similarly click next 3 buttons to train all

algorithms
¥ Dstsction of Fake Ording Revkws using Ssmi-Supewisad and Supervied Laaming £ a =
Detection of Fake Online Reviews nsing Semi-Snpervised and Supervised Learning
Upload Gobd Standard Reviews Dataset EM-SVM Accuracy - 49.0625
! EM-Naive Bayes Accaracy : 76875
Swpervised SVA Acenracy : 55,75
Preprocess Dataset Swperviged Naive Baves Accuracy : 86,3623

R EM-SVM Algorithm

Run EM-Naive Bayes Algorithm |

B VM Algaritho
Run Naive Bayes Algorithm
Comparizen Craph

Upload Tost Roview & Prodiet Fake & Sontimonts

n O Type hers to searen

Fig.8 Accuracy of used algorithm
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In above screen we can see EM algorithms are not working well but supervise algorithms are

giving better accuracy and now click on ‘Comparison Graph’ button to get below graph.

L
Detection of Fake Online Reviews nsing Semi-Sapervised and Supervised Learning
Upload Gobd Standard Reviews Dataset | EM-SVM Accuracy - 48.75
—— EA Naiaee B - 178118 -
& Figure 1 — o =
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Ronn SV Algorithng
&0 4
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B b P =
Upload Tast Roview
20
9 |
EM-SviM EM-Nalve Bayes Supervised SYM  Supervised Malve Bayess
[ ey ==
n € +Q/= B

n O Type here 1o search

Fig.9 Bar Graph Representing Accuracy

In above screen x-axis represents algorithm name and y-axis represents accuracy of those
algorithms and from above graph we can say supervised algorithms are better than EM. Now
click on ‘Upload Test Review & Predict Fake & Sentiments’ button to upload test review and

to get below output for each review.
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Fig.10 Uploading Test Reviews
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In above screen selecting and uploading ‘testReviews’ and then click on ‘Open’ button to get

below result

Detection of Fake Ouline Reviews using Semi-Supervised and Supervised Learing

TUpload Gold Standard Reviews Dataset

i
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I &) Figue 1
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Fig.11 Pie Chart Representation of Test
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In above screen we can see review detected as TRUTHFULL and its sentiment predicted as

NEUTRAL.

V. CONCLUSION

We have shown several semi-supervised
and supervised text mining techniques for
detecting fake online reviews in this
research. We have combined features from
several research works to create a better
feature set. Also, we have tried some other
classifier that were not used on the
previous work. Thus, we have been able to
increase the accuracy of previous semi

supervised techniques done by Jiten et al..
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We have also found out that supervised
Naive Bayes classifier gives the highest
accuracy. This ensures that our dataset is
labeled well as we know semi-supervised
model works well when reliable labeling is
not available. In our research work we

have worked on just user reviews.
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