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Abstract - A materialized view is a database object which physically stores the output of a query or even of a query set.
This database object is primarily used for faster query execution as well as for data analysis. Materialized views can well
be used for acquiring a comprehensively fast response to the analytical queries. This is why the materialized views are
increasingly used in commercial applications. Most of the applications of materialized view put forward so far have dealt
with text data but this paper proposes an algorithm to apply materialized view in the field of image classification as well
as retrieval and to do so the proposed algorithm tries to extract some defining features of images to identify their classes.
Hence, instead of storing the entire images, this research work introduces a method to store some important parameters
related to images in the form of materialized views and takes the help of content based image retrieval approach. In the
process, the proposed algorithm utilizes the fast accessing nature of a materialized view and at the same time, the amount
of memory space required to identify the class of an image has also been reduced. Effectively, both the space constraint
and the time constraint are taken care of for the content based image retrieval operation.
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1. INTRODUCTION
A view or often termed as a logical view is a database object which temporarily stores the result of a query. On the other hand,
a materialized view is also a database object but unlike a logical view, it physically stores the output of a query or even of a
query set [1]. Many commercial database packages have, of late incorporated the generation of a materialized view and the use
of the same [2][16]. Materialized views help in eliminating the overhead involving expensive joins and aggregations that need
to be performed for a large class of queries and offer significant improvements in query processing time, particularly for
aggregation queries over tables of considerable size [3][4][15]. There are different approaches of identifying the optimal ways
of storing data to be materialized. In general, the use of materialized view lies in the field of faster query processing and a
methodical data analysis. Since most of the areas where materialized view is often used deal with text-based data, there are
different ways or algorithms to do that. This research paper proposes a method of utilizing materialized view in image
classification and retrieval which find applications in a wide variety of different domains. Because of the exponential growth in
the field of multimedia applications, storing and retrieving the desired digital data in the form of images have become an area
of concern, of late. The goal of the proposed method is to improve the way the images may be stored, retrieved based on their
different classes. Image classification is the process of classifying images into one of two or more classes based on certain
features extracted from the images. Retrieving images based on their defining features leads to the concept of Content Based
Image Retrieval or CBIR which is the process of searching and retrieving images from a database or collection of images based
on an image query. In this research paper, a method has been proposed to utilize materialized view in the domain of content
based image retrieval. Here, the image query consists of the features of the images to be classified and they are compared
against the features of the images stored in the form of materialized views. Instead of retrieving matching images as is the case
in the traditional CBIR, the new images are added to the materialized view that contains the matching images. So, the main
objective of the proposed research work is to classify the unclassified images and determine in which materialized view the
image should be placed. Any subsequent new images are classified with the materialized views updated with the previously
classified images. In general, the classification technique consists of two phases – training and testing where in the training
phase, the classifier is trained using a number of images whose classes are already known and identified by class labels. Once
the training phase is complete, the testing phase is performed in which the now trained classifier is used to determine the class
of new, unclassified images i.e. images whose class label is not known. Since classification involves a training phase involving
labeled samples, it falls under the category of supervised learning. There are various methods that can be used for performing
classification based on supervised learning. The basic method that has been used here in the proposed research work is support
vector machine which is a widely used supervised machine learning algorithm.

2.RELATEDWORK

Image classification as well as retrieval is possible from an image database, but managing images in the database will be
cumbersome if the images are not properly indexed. Content Based Image Retrieval or CBIR is a method of searching images
from an image database by querying the images based on some significant features of the concerned images. Hence, to
implement the operations required by any CBIR technique, images cannot be directly stored in the image database; instead
they need to be stored with proper cataloging on their important features. Some earlier methods in the field of content based
image retrieval have been discussed in [5] and [6] and both of the research papers had discussed methods of performing content
based image retrieval using color-based, shape-based and depth-based features of the images. In the present research work also,
the color-based approach, based on color moments algorithm and shape-based approach, based on height and width ratio have
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been used to perform image retrieval and image classification. In the same domain, to increase the accuracy as well as the
efficiency of the method, a number of critical areas like feature extraction and selection was considered in [7]. Another work on
this domain dealt with data representation and similarity measure as was discussed in [8].
Of late, a significant work on CBIR has been done using deep learning techniques [17] which tried to deal with feature

representation and similarity measurements in CBIR operation. Another recent research work has utilized some low level
features of an image for feature extraction using discrete wavelet transform technique [18]. CBIR technique has also been
proposed based on a fusion on visual words with the help of Speeded-Up Robust Features (SURF) and Fast Retina Keypoint
(FREAK) features [19]. A method called Incremental Filtering Feature Selection has been proposed in [20] to utilize fuzzy
rough set for choosing significant features from images to be incorporated in CBIR technique. A significant work on CBIR
technique has been proposed in [21] where multi-motif co-occurrence matrix has been used. Another work has been described
in [22] where Particle Swarm Optimization and k-Means Clustering algorithms have been used to design a CBIR system.
There are some commercial products that work with image database, store entire images and for each image queries, entire

images are compared for implementing search operation. This way of implementing image query is very much time consuming,
especially for the image databases which store large images and the number of images is huge. A considerable improvement on
this approach is based on clustering techniques as proposed and discussed in [9] and according to those approaches, similar
images are grouped together before the image matching process or any image query operation is initiated. A further
improvement on this can be done by using materialized views to store defining features of the images. In this approach, instead
of storing full images, only few attributes that may uniquely identify an image are stored in the form of materialized views.
Naturally, image retrieval time gets reduced significantly and the size of the database that is used to search for an image gets
reduced considerably as well. Though there has been a dearth of research work on the field of CBIR using materialized views,
a research work to perform content based image retrieval using materialized views was explored in [10]. The method that was
proposed in [10], involved utilizing the materialized views to search for and retrieve images from the image database using
high level image features.

3.SUPPORT VECTORMACHINE

The proposed algorithm as will be discussed in the subsequent section of this research paper mainly depends on the approach
followed by a support vector machine. A Support Vector Machine, also known as an SVM, falls under the category of
supervised learning category of machine learning algorithms [11]. It classifies data by finding the optimal hyperplane that
separates data belonging to one class from data belonging to another class. A data class signifies few attributes which may
uniquely identify one particular data set from a collection of data or a universal data set. An optimal hyperplane refers to the
hyperplane that has the largest distance between the two data classes. Since an SVM is based on finding a hyperplane between
two different data classes, it is a binary classifier, but can be augmented by various methods to classify data into additional
number of classes.

4.WORK DESCRIPTION

The main problem related to the research work is to classify the uncategorized images into one of two or three materialized
views each containing images belonging to a particular category, i.e., a particular class. So, the proposed method can classify
two different images and even three different images. To solve this problem, a classifier has been designed based on the
features of a support vector machine which is trained using the images in the materialized views. Once the training phase is
complete, the classifier accepts as input the image to be classified and then places it in the correct materialized view. The
updated materialized view is then used to retrain the classifier before classifying the next uncategorized image and the process
is repeated for the subsequent iterations. Image classification involving two classes and three classes both consist of two major
phases – an initialization phase in which the training set of images are read and the training matrix is constructed using the
features selected from these images, and a training and classification phase in which the classifier is trained and new images are
classified using the trained classifier. So the method consists of the following sub-problems:
Feature extraction, classifier training and classification of new images. Each of these sub-problems is described below:
Feature extraction – This process involves extracting or selecting features from the images that will be used to train the
classifier and then to classify new images after training. This was implemented in two different ways, at first; feature selection
process that was designed was based on the intensity of the images. Later, the feature extraction process has been modified and
instead of considering the intensity of the images, the shapes of the images have been considered and the latter process has
given better results. In this research work, the shape of an image has been taken in the form the ratio of its height with its width.
In the initial attempt of classifying the images based on their intensities, the color moments algorithm [12] was used to derive
the features for each image. The features produced by this algorithm are based on the intensity distribution of the image. At
first, the algorithm has converted the input image into the HSV (Hue, Saturation, Value) color space from the RGB (Red,
Green, Blue) color space and then has proceeded to calculate the mean pixel intensity, the variance of the pixel intensities and
the skewness of the pixel intensities for each channel, i.e., for Hue, Saturation and Value and this has been done for each image.
Thus, for each image, this process has generated nine feature values which together have constituted the feature vector of an
image. These feature values have been used to classify each image. The pseudocode for the color moments algorithm is given
below:

COLOR_MOMENTS ( )
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{
Initialization: The feature vector to be zero
Input: The image whose feature vector is to be calculated
The input image is converted from the RGB color space to HSV color space
Extract three individual channels in the form of Hue, Saturation and Value
For each channel
Loop

The mean pixel intensity is calculated
The variance of the pixel intensity is calculated
The skewness of the pixel intensity is calculated

End Loop
The feature vector is stored with nine values obtained through the above iteration
The features vector is returned

}

Although the classification process by means of the color moments algorithm may produce satisfactory results, the process
may not be optimal since it is possible for two classes of images to have similar intensity distributions, particularly if images
are in grayscale. Thus, a second approach has been generated based on the shapes of the images. Although two different classes
of images may share similar intensity distributions, their shapes should be significantly different in most instances. Thus,
generating features based on the shapes of the principal object in the image would be more effective in performing image
classification. Using the shape as the principal feature for classification would allow the classifier to be able to differentiate
between different classes of images regardless of similar intensity distributions, if any, especially in the case of grayscale
images as discussed above. Since the classifier can only work with numerical feature values, a numerical representation for the
image shape would be required. Such a representation has been produced by taking the ratio of the height of the image shape to
the width of the shape and this ratio has been considered to be the feature for each image. Thus, while the previous method
required needed to store a nine-element feature vector for each image, in this method, only one feature value for each image
needs to be stored, thus saving disk space as well. Since the image shape is also a better discriminator between images than
intensity distribution, the classification accuracy has also been improved, as will be discussed in a later section. The following
is the pseudocode for the shape based feature selection process:

EXTRACTION_SHAPE ( )
{
Input: The image whose feature vector is to be calculated
The input image is converted into a grey-level image
The points of interest are detected on the converted image
The most important, i.e., the most useful 100 points are identified on the detected points
The coordinates of the selected points are determined
x ← the x-coordinates of all the points
y ← the y-coordinates of all the points
height ← max(y) – min(y) /* max ( ) and min ( ) are tow function to respectively calculate the maximum and the minimum
values from a list */
width ← max(x) - min(x)
ratio ← height / width
The value stored in ratio is returned

} }

Classifier training – The classifier is trained using the image features of all the images in the training data set.
Classification of new images – The same features are extracted from the images to be classified in order to classify the images
using the previously trained classifier.

The primary difference between the two-class classification and the three-class classification is that for the latter three training
matrices are constructed and correspondingly, three different classifiers are trained. The class label for the new image is
determined by taking the majority of the labels output by the three classifiers. The algorithm for the process is given below:
Step 1: Images present in the training set are read.
Step 2: The features for each of the images to be trained are calculated.
Step 3: The training matrix using the computed image features and associated class label is computed. The computation is done
for each image.
Step 4: For the first iteration, the classifier is trained using the data obtained in the training matrix and for any subsequent
iteration, the classifier is retrained with addition featured data, if any.
Step 5: The image to be classified is read.
Step 6: The features of the newly accepted image, as given in step 5 are calculated.
Step 7: The class label of the new image is computed after invoking the classifiers that have been created in step 3.
Step 8: The training matrix is augmented with the features and the class level of this new image. The augmentation is done for
the incremental mining of the image features.
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Step 9: If any more image is to be classified, then the control is transferred to step 4; otherwise the process is stopped.

In the above mentioned algorithm, the first three steps may be considered to be the initialization phase whereas the next steps
may be identified as the training and classification phase. This algorithm has been designed with the help of the characteristics
of supervised machine learning approach, specifically, support vector machine as already mentioned in the previous sections.
The algorithm, named as IMG_CLASSIFICATION for image classification using the features of an SVM is given below. This
algorithm classifies two different classes of images and hence this is dependent on two different materialized views, viz., MV1

and MV2. These two views already store the features of the images corresponding to two different classes.

IMG_CLASSIFICATION( )
{
Initialization: The feature vector to be empty and the list of labels to be empty
Input: Two materialized views MV1 and MV2

For each image I in MV1

Loop
The required features are selected using the feature selection process
The features are added to the feature vector
The label corresponding to MV1 is added to the list of labels

End Loop
The above loop iterated for each image in MV2 too.
The classifier is trained with the feature vector and the list of labels as parameters
For each image J to be classified
Loop
The required features are selected using the same selection process
The image J is classified using the selected features
Image J is added to either MV1 or MV2 depending on the features obtained
If J is classified to be in MV1

Then
MV1 is updated

Else
MV2 is updated

End If
The classifier is retrained using the newly updated materialized view
End Loop

}

Since a support vector machine is capable of only binary classification, to design an algorithm for more than two-class
classification, the method of binary classification has to be used, i.e., a ternary classification has to be performed by means of
a binary classifier. Since in a ternary classification, three classes are required, three different SVMs have been trained, one for
each of the three pairs of classes possible among the three different classes. Thus, each of these SVMs is a binary classifier as
before. Once these three classifiers have been trained, new images having three different types of attributes can be classified.
This is done for each image by attempting to classify it using each of the three classifiers. Each classifier would output the class
which it has classified the new image into. To determine the correct class of the new image, the class which has been output by
a majority of the classifiers has been chosen and in the present method of the ternary classification, a majority means two
classes out of three classes. The following example demonstrates this:
Assuming that there are three classes C1, C2 and C3, three binary SVMs have been trained for classifying between C1 and C2,
between C2 and C3 and finally between C3 and C1. Now, if an image that should be classified as belonging to class C1 is taken
as an input, each of the three SVMs are executed on the unclassified image. The C1 versus C2 classifier would output class C1,
the C3 versus C1 classifier will output class C1 and the C2 versus C3 classifier will output either C2 or C3 depending on which of
these two classes the image is closer to. Since class C1 is the majority output (i.e., output by 2 of the 3 classifiers) class C1 is to
be taken as the correct class of the image and this is the desired output. The scenario of generating three different outputs for
three different binary classifiers is impracticable as explained below:
If for an image, the C1 versus C2 classifier outputs C1 and the C3 versus C1classifier outputs C3, then there would be no majority
output class if the C2 versus C3 classifier now outputs C2. But this is not possible, as the test image is closer to C1 than to C2 as
determined by the first classifier, and also because it is closer to C3 than to C1 as determined by the second classifier, it logically
follows that the image must be closer to C3 than to C2 and hence the C2 versus C3 classifier would definitely output C3 and thus
the resultant class of the new image would be class C3.
The following is the pseudocode for three-class classification where MV1, MV2 and MV3 are three materialized views
containing the required feature of three different image classes:

THREE_CLASS_CLASSIFICATION ( )
{
Initialization: Three feature vectors C1, C2 and C3 to be empty and three lists of labels L1, L2 and L3 to be empty
For each image I in MV1
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Loop
The required features are selected using the feature selection process
The features are added to the feature vectors C1 and C2

The label corresponding to MV1 is added to the lists of labels L1 and L2
End Loop
For each image I in MV2

Loop
The required features are selected using the feature selection process
The features are added to the feature vectors C3 and C1

The label corresponding to MV2 is added to the lists of labels L3 and L1
End Loop
For each image I in MV3

Loop
The required features are selected using the feature selection process
The features are added to the feature vectors C2 and C3

The label corresponding to MV3 is added to the lists of labels L2 and L3
End Loop

The C1 versus C2 classifier is trained with the feature vectors C1 and C2 and the lists of labels L1 and L2 as inputs
The C3 versus C1 classifier is trained with the feature vectors C3 and C1 and the lists of labels L3 and L1 as inputs
The C2 versus C3 classifier is trained with the feature vectors C2 and C3 and the lists of labels L2 and L3 as inputs

For each image J to be classified
Loop
The required features are selected using the same selection process
The image J is classified using the selected features using each of the three classifiers.
From the three outputs produced by the three classifiers, the output that occurs twice is selected
Image J is added to MV1, MV2 or MV3 depending on the output obtained
The feature vectors of MV1, MV2 or MV3 are updated using the features of the newly classified image
The classifiers are retrained using the newly updated materialized view

End Loop
}

5. RESULTS AND ANALYSIS

All the algorithms as mentioned in the previous section have been implemented and the application has been tested with
standard data sets. The system that was used to implement the algorithm had Intel Core 2 Duo processor with a speed of 2.0
Ghz. The operating system used was Windows 7 and the software tool used to write the code was MATLAB 2015b. Though
the application can directly executed in a system having any version of Windows operating system above the XP version and
the runtime environment that is required is MATLAB runtime. The initial testing for the two-class image classifier made use of
the color moments feature selection process. To test it, the images of elephants and pandas from a dataset that was accessible at
[13] were used.
In the second approach of the image classification as mentioned in the previous section, the method was based on the image

shape and accordingly, testing was done with the new process using the same set of images as above and the latter process gave
better results. Having successfully tested the classifier on animal images, leaf classification was conducted. The leaf images
were taken from the dataset as mentioned in [14]. The leaf images were mainly used for the ternary classifier as proposed in the
previous section. To do this, three different types of leaves were taken and to train the classifier, 80% of images under each
category were taken. After training the classifier, rest of the images were used for the testing purpose. Since the ternary
classifier depends on the binary classifier, to train the former, the latter were automatically tested. So, as far as the binary
classifier is concerned, training and testing were conducted for three different pairs of image classes.
With all the above mentioned datasets, the results that were obtained after implementing algorithms as mentioned in the
previous section are given next. Table 1 shows only one snapshot of the result containing thirty images obtained after applying
COLOR_MOMENTS ( ) with IMG_CLASSIFICATION ( ) and EXTRACTION_SHAPE ( ) with IMG_CLASSIFICATION
( ) on the animal images.

Table 1: Animal Image Classification

Test No. File Name Class

COLOR_
MOMENTS( ) and

IMG_CLASSIFICATION( )

EXTRACTION_
SHAPE and IMG_CLASSIFICATION( )

Classified correctly
(Yes/No)?

Height/Width
ratio

Classified correctly
(Yes/No)?

1 image_0013 Panda No 1.04 Yes
2 image_0032 Panda No 0.691 No
3 image_0033 Panda No 0.632 No
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4 image_0035 Panda No 1.52 Yes
5 image_0036 Panda Yes 1.07 Yes
6 image_0037 Panda Yes 0.753 No
7 image_0038 Panda Yes 1.03 Yes
8 image_0038_2 Elephant No 0.723 Yes
9 image_0039 Elephant Yes 0.676 Yes
10 image_0040 Elephant No 0.614 Yes
11 image_0041 Elephant Yes 0.807 Yes
12 image_0042 Elephant Yes 0.877 Yes
13 image_0043 Elephant Yes 0.723 Yes
14 image_0044 Elephant Yes 0.814 Yes
15 image_0045 Elephant Yes 0.661 Yes
16 image_0046 Elephant No 0.912 Yes
17 image_0047 Elephant Yes 0.849 Yes
18 image_0048 Elephant Yes 0.858 Yes
19 image_0049 Elephant Yes 0.690 Yes
20 image_0050 Elephant Yes 0.690 Yes
21 image_0051 Elephant Yes 0.678 Yes
22 image_0052 Elephant Yes 0.727 Yes
23 image_0053 Elephant Yes 0.937 Yes
24 image_0054 Elephant Yes 0.956 Yes
25 image_0055 Elephant Yes 0.794 Yes
26 image_0056 Elephant Yes 0.764 Yes
27 image_0057 Elephant No 1.13 No
28 image_0058 Elephant Yes 0.646 Yes
29 image_0059 Elephant Yes 0.871 Yes
30 image_0062 Elephant No 0.735 Yes

Table 1 shows a comparative study of the outputs obtained when binary classification was implemented after considering
the features related to the colors of the images as well as the shapes of the images. The algorithms COLOR_MOMENTS ( ) and
IMG_CLASSIFICATION ( ) were applied on the animal images from the dataset obtained from [13] to consider color related
features and the algorithms EXTRACTION_SHAPE ( ) and IMG_CLASSIFICATION( ) were used to the shape related
features of the images. All the file names have been shown in table 1 are from that dataset. The classification accuracy after
considering color related features was 70% whereas the same for the shape related features was 86.7%, which is a reasonable
improvement. Figure 1 gives a graphical comparison of the outputs obtained.

Figure 1: A comparative study of the outputs obtained from two different methods shown in table 1

Table 2 shows a snapshot of the comparative study of the outputs obtained when binary classification was implemented after
considering the features related to the colors of the images as well as the shapes of the images. The algorithms
COLOR_MOMENTS ( ) and IMG_CLASSIFICATION ( ) were applied on the leaf images from the dataset obtained from [14]
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to consider color related features and the algorithms EXTRACTION_SHAPE ( ) and IMG_CLASSIFICATION( ) were used
to the shape related features of the images.

Table 2: Leaf Image Classification

Test No. File Name Class

COLOR_
MOMENTS( ) and

IMG_CLASSIFICATION( )

EXTRACTION_
SHAPE and IMG_CLASSIFICATION( )

Classified correctly
(Yes/No)?

Height/Width
ratio

Classified correctly
(Yes/No)?

1 1110 Class 1 Yes 0.701 Yes
2 1111 Class 1 Yes 0.707 Yes
3 1112 Class 1 Yes 0.756 Yes
4 1113 Class 1 Yes 0.714 Yes
5 1114 Class 1 Yes 0.768 Yes
6 1115 Class 1 Yes 0.801 Yes
7 1116 Class 1 Yes 0.729 Yes
8 1117 Class 1 Yes 0.731 Yes
9 1118 Class 1 Yes 0.674 Yes
10 1119 Class 1 Yes 0.691 Yes
11 1120 Class 1 Yes 0.681 Yes
12 1121 Class 1 Yes 0.674 Yes
13 1122 Class 1 Yes 0.407 Yes
14 1181 Class 2 Yes 0.891 Yes
15 1182 Class 2 Yes 0.892 Yes
16 1183 Class 2 Yes 0.986 Yes
17 1184 Class 2 Yes 0.967 Yes
18 1185 Class 2 Yes 1.04 Yes
19 1186 Class 2 Yes 0.919 Yes
20 1187 Class 2 Yes 1.06 Yes
21 1188 Class 2 Yes 0.918 Yes
22 1189 Class 2 Yes 0.944 Yes
23 1190 Class 2 Yes 0.960 Yes
24 1191 Class 2 Yes 0.970 Yes
25 1192 Class 2 Yes 0.931 Yes
26 1193 Class 2 Yes 0.970 Yes
27 1194 Class 2 Yes 0.971 Yes

All the file names have been shown in table 2 are from that dataset. Incidentally, the classification accuracies in both the
cases here were 100%. So, in this case, no graphical comparison needs to be shown.
Table 3 distinguishes images belonging to one of the three classes – class 1, class 2 and class 3 from the dataset obtained

from [14]. So, this table shows an instance of the result obtained after applying ternary classification based on the shapes of the
images. As shown in table 3, in the ternary classification process, there is only one case where the classifier has failed to
correctly classify the image and the accuracy of the result is 97.37%.

Table 3:Ternary Classification

Test No. File Name Class Height/Width
ratio

Classified correctly
(Yes/No)?

1 1110 Class 1 0.701 Yes
2 1111 Class 1 0.707 Yes
3 1112 Class 1 0.756 Yes
4 1113 Class 1 0.714 Yes
5 1114 Class 1 0.768 Yes
6 1115 Class 1 0.801 Yes
7 1116 Class 1 0.729 Yes
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8 1117 Class 1 0.731 Yes
9 1118 Class 1 0.674 Yes
10 1119 Class 1 0.691 Yes
11 1120 Class 1 0.681 Yes
12 1121 Class 1 0.674 Yes
13 1122 Class 1 0.407 No
14 1181 Class 2 0.891 Yes
15 1182 Class 2 0.892 Yes
16 1183 Class 2 0.986 Yes
17 1184 Class 2 0.967 Yes
18 1185 Class 2 1.04 Yes
19 1186 Class 2 0.919 Yes
20 1187 Class 2 1.06 Yes
21 1188 Class 2 0.918 Yes
22 1189 Class 2 0.944 Yes
23 1190 Class 2 0.960 Yes
24 1191 Class 2 0.970 Yes
25 1192 Class 2 0.931 Yes
26 1193 Class 2 0.970 Yes
27 1194 Class 2 0.971 Yes
28 1251 Class 3 0.501 Yes
29 1252 Class 3 0.554 Yes
30 1253 Class 3 0.446 Yes
31 1254 Class 3 0.450 Yes
32 1255 Class 3 0.536 Yes
33 1256 Class 3 0.456 Yes
34 1257 Class 3 0.476 Yes
35 1258 Class 3 0.508 Yes
36 1259 Class 3 0.454 Yes
37 1260 Class 3 0.546 Yes
38 1261 Class 3 0.528 Yes

In general, by going through the results shown in the above tables, it may be inferred that shape-based classification process
performs in a better way than the algorithm based on the color features of the images and the ternary classification process
which in turn invokes the binary classifier, gives a satisfactory result. Moreover, as only some defining features against a
particular image was required to be stored in the above-mentioned methodologies, there has been a significant improvement in
terms of amount of memory space used in storing an image . So for classification and retrieval purpose, an image of size in the
order of kilobytes or megabytes has been stored in a memory space whose size is in the order of bytes.

6. CONCLUSION AND FUTURE SCOPE
The image classifier system based on materialized view as proposed in this paper stores only the defining points or
characteristics of the images instead of storing entire images. This has been the major improvement over the existing systems
of image classification. This proposed classifier has been able to classify images belonging to three different classes. The
number of classes can be increased by incorporating further processing of the binary classifier and the resultant steps will also
increase. The classifier gave more accurate result when shape-based features were considered instead of the color-based
features of the images. Few constraints are to be maintained in the shape-based feature selection. Among them, one point is the
orientation of an image. The classification accuracy may be adversely affected if the orientation of the images changes.
Moreover, to reduce the heterogeneity of the image orientation, some established image registration algorithms may be used
before actually using the images in the classification of the images. As a future prospect, these things may be taken into
consideration for proposing better algorithms to develop image classifiers based on materialized view.
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