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ABSTRACT Supervisory Control and

Data Acquisition system linked to

Intelligent Electronic Devices over a

communication network keeps an eye on

smart grids’ performance and safety.

The lack of algorithms protecting the

power system communication protocols

makes them vulnerable to cyberattacks,

which can result in a hacker introducing

false data into the operational network.

This can result in delayed attack

detection, which might harm the

infrastructure, cause financial loss, or

even result in fatalities. Similarly,

attackers may be able to feed the system

with fake information to hoax the

operator and the algorithm into making

bad decisions at crucial moments. This

paper attempts to identify and classify

such cyber-attacks by using numerous

deep learning algorithms and optimizing

the data features with a metaheuristic

algorithm. We proposed a Restricted

Boltzmann Machine-based nature-

inspired artificial root foraging

optimization algorithm. Using a publicly

available dataset produced in

Mississippi State University’s Oak

Ridge National Laboratory, simulations

are run on the Jupiter Notebook.

Traditional supervised machine learning

algorithms like Artificial Neural

Networks, Convolutional Neural

Networks, and Support Vector Machines

are measured with the proposed

algorithm to demonstrate the

effectiveness of the algorithms.

Simulations show that the proposed

algorithm produced superior results,

with an accuracy of 97.8% for binary

classification, 95.6% for three-class

classification, and 94.3% for multi-class

classification. Thereby outperforming its

counterpart algorithms in terms of

accuracy, precision, recall, and f1 score.

INDEX TERMS Artificial neural

network, artificial root foraging, cyber

security, deep learning

1 INTRODUCTION
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The extraordinarily intricate

architectural design of the electrical

power systems must be handled

cautiously and with the best control

strategy feasible to ensure both the

protection of human life and the

system’s safety [1]. The system becomes

more complex as the control process

must run more quickly [2]. Automated

devices are introduced to modern power

systems to make operating them easier.

The number of pieces of protective

equipment that are part of the system is

directly impacted by operational demand

and consumer count [3]. Recent years

have seen the development of automated

systems for connected power module

protection, automation, and control [4].

Protective device performances have

somewhat improved as a result of

developments in algorithms and power

systems architecture [5], [6].

However, the likelihood of security

problems increases as the number of

connections to the power system

modules intensifies. Hence the quality of

control is expected to be in the higher

range for modern power systems. The

contemporary power systems are

implemented with various International

Electrotechnical Commission (IEC)

standards [7], [8] and are generally

operated with six significant

components, as depicted in Figure 1.

Generators, transformers, and safety

equipment are all part of the power

system’s electrical components. These

primary hardware ranges and ratings

change depending on the loads

connected to the network. The

protection mechanisms built into the

electrical system also differ depending

on the linked equipment’s location and

nature [9]. The control components

include the synchronization model and

operational modules for transmitting the

required signal to the digital modules

used for the operation. The power

system’s information and

communication devices, which transmit

control signals between linked systems

and components across wired or wireless

networks, are represented by digital

modules [10]. The convergence network

regulates the power flow in the

connected system by analyzing the load

requirement and the power system state.

The importance of the convergence

networks increases when the power

system is linked to Distributed Energy

Resources (DERs) [11], [12]. The

regulatory components ensure that the

integration of power is constantly

smooth and efficient

2 RELATED SERVICES

The smart grid protection strategy uses
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local measures or external devices to

build a smart grid protection system that

is both effective and efficient. However,

one of the key issues is the ability to

connect physical and digital components

to suit the configuration of the system.

Measurement of data source

authentication system was developed to

analyze the data flow of a power system

by extracting the features through an

ensemble empirical mode decomposition

model with the Fast Fourier Transform

(FFT) technique. The experiment was

conducted with a back-propagation

neural network for data classification.

An accuracy of 80.9% is achieved, and

comparatively, it is better than the

traditional long short-term memory

(LSTM) model’s accuracy of 77.8%

[17]. To train the neural network

algorithms, a sizable dataset is required.

The performance of a neural network

algorithm’s prediction process is

influenced by the amount of training

data present in the network. The authors

of [18] generated a power system dataset

based on IEC 61850 Generic Object-

Oriented Substation Event (GOOSE)

communication for developing a reliable

cybersecurity system. The compone

nts of the power system are divided into

numerous categories to monitor the load

demand in different areas. Due to

environmental conditions, the associated

field will see variations in demand in

particular. The system is more

vulnerable to cyber threats since the

scattered devices are connected through

different channels [19]. The

testbedbased power system quality

analysis is one of the familiar methods

widely used for observing the response

of the power system in different

scenarios. The test bed generates

different kinds of cyber security issues

to analyze and formulate a defending

algorithm. An OMNeT++-based

simulation technique was structured [20]

to analyze the nature of cyberattacks in a

bidirectional communication network.

The model was integrated with Power

Systems Computer Aided Design

(PSCAD) for the power simulation. The

physical power systems are open to

dynamic data injection attacks. An

example is the ease with which the

energy consumption values on smart

meters could be altered. So, an interval

state estimation method was developed

to analyze the possible variations in the

readings with respect to time. A kernel

quantile regression is also incorporated

in the work to estimate the uncertainties

in renewable and electric load

forecasting applications [11]. The

cyberattack on the Internet of Things

(IoT)-based smart grids may affect the

costly and important systems that are
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connected to the power system. The

hospital equipment and electric train are

some of the costlier and most needed

systems that always depend upon the

quality of the power supply. Therefore, a

blockchainbased technique was

equipped with Hilbert-Huang transform

to estimate power quality through the

data collected from voltage and current

sensors. The experimental work founds

satisfied with the performance of the

proposed model on false data injection

attacks.

3 METHODOLOGY

The optimization process may be

presented as the process of determining

the best method to use existing resources

while not breaking any restrictions that

may exist. This strategy consists of

multiple steps: mathematically defining

a system model that reproduces its

behavior, determining its variables and

constraints, establishing the objective

function, and, finally, seeking the states

that produce the most desirable results

by maximizing or minimizing the

objective function. The optimization

search strategy can be performed using

any of its appropriate categories, such as

quantum-based techniques, meta-

heuristicbased approaches, and multi-

objective-based techniques [12].

However, the main purpose of solving

complicated optimization issues is to

find a solution, regardless of how good

it is. When at least a solution is found,

numerous methods can be used to

enhance it. This is the fundamental

principle behind developing

metaheuristic optimization algorithms.

Meta means upper level or beyond,

while heuristic means to know, find, or

direct an investigation, which is where

the word heuristics originates. On the

other hand, heuristics represents a

collection of rules applied while

addressing a problem based on

experience [13]. Metaheuristics are

approximate methods that combine basic

heuristic principles to produce a more

efficient exploration and exploitation of

research space [14], where the search

space is the space that includes all the

possible solutions that are bounded by

the physical system limitations. The

dimensions of the search space depend

on the number of optimization variables

that represent the set of the required

parameter. Voß et al. [15] define a

metaheuristic as a repeated process that

leads and modifies tasks while

employing subordinate heuristics to

facilitate obtaining optimal or near-

optimal outcomes. The MA can function

with single or many solutions using a

minimization or maximizing approach at

each iteration. Metaheuristic algorithms
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have been created to deal with the

increasing complexities of the problem,

particularly with the inclusion of

uncertainties into the system, which may

surpass the constraints of traditional

algorithms.

The power networks are large-scale,

dynamic systems with various users,

cables, transformers, and generation

units. A power system’s primary goal is

to safely, consistently, and cost-

effectively supply users with enough

high-quality energy. Several system

factors are control variables, such as the

generator’s active power, the

compensator’s reactive power, and the

common bus voltage. They may be

regulated independently and directly

influence power flows and the system’s

stability. Other variables, such as the

voltages of the load bus, the reactive

power, and the power flows in the

branches, are included as dependent

variables [16,17]. Changing the control

variables combinations can lead to the

power-balance equation, but only certain

combinations permit achieving the

predefined objectives. Determining the

best combinations which provide the

desired state can be achieved by solving

the optimal power flow problem (OPF)

issue [18]. By making optimal

adjustments to the control variables, the

considered objective function may

include reducing fuel consumption,

power loss, and attenuating voltage

deviation (VD), respecting the system

restrictions. Both deterministic

(traditional) and metaheuristic

optimization algorithms can be used to

overcome this issue [19]. Gradient,

Newton’s approach, linear programming

(LP), and quadratic programming (QP)

are examples of classical optimization

methods applied to OPF issues.

Unfortunately, due to the high

nonlinearity and nonconvexity issues,

these approaches cannot give a global

solution and only obtain local solutions

[20]

4 RESULTS

The experiment was performed in a

Jupyter notebook on a 16GB RAM Intel

7 processor system. The proposed RF-

RBM technique was tested against

conventional CNN, ANN, and SVM

algorithms because those were found to

be successful models in several intrusion

detection studies [37], [49]. In this, the

SVM is a machine learning-based

technique, whereas CNN and ANN are

deep learning-based techniques. We

utilize the hyperparameters given in

Table 3 for the simulations, and we

classify the network intrusion through

different algorithms. One of the most
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used neural network algorithms, CNN,

can provide a higher accuracy rate when

the training data samples are plentiful.

However, because CNN learns

characteristics from a large dataset,

preprocessing of the training data is

minimal.

Fig 1: Acuracy Values

Fig 2: Shortest path for route

Three layers make up a conventional

CNN: a convolution layer, a pooling

layer, and a fully connected layer. The

convolution layer is set up to separate

the kernel’s learnable parameters from

the input data. The kernel clarifies to the

layer the kind of information that is

available [17] and [19]. Data is

forwarded by the kernel to different

neurons in the pooling layer, which

lowers the spatial complexity of the

retrieved information in the convolution

layer. All of the CNN’s neurons are

interconnected in the fully connected

layer with their biases toward

comprehending the data that has been

gathered

5 CONCLUSION

In this study, we present a nature-

inspired restricted Boltzmann machine

algorithm to detect and classify the types

of attacks in the smart grids’ SCADA

systems. The fundamental notion is that

the artificial root foraging optimization

method is designed on the biological

root growth optimization algorithm. To

demonstrate the optimization capability,

the dataset features were fine-tuned

using the artificial root foraging

algorithm before the neural network

algorithm. The proposed RF-RBM

algorithm is compared to three cutting-

edge neural network algorithms in the

experimental study, which was

conducted in three categories: binary

classification, three-class classification,

and multi-class classification. The
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outcomes of the experiments

demonstrate that the proposed algorithm

RF-RBM is best suited for cyberattack

detection and classification in SCADA

systems for smart grids. This is shown

by the excellent accuracy, sufficient

precision, respectable recall, and a high

f1 score demonstrated by the proposed

algorithm.
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