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Abstract—Artificial intelligence is steadily
growing, especially nowadays. It starts to
represent a necessity for various technological
processes such as the automation of operations
in various factories, certain robots that can make
decisions without human help, cars that can
drive alone. In this paper we present an
application of artificial intelligence, namely a
problem that is common in the field of robotics:
navigating a robot in a labyrinth without human
interaction, using the left hand rule and dead-
end filling. The line maze solver using these
algorithms will be able to drive through a
labyrinth that has a solution and more precisely
a ”disk”. The robot uses a Raspberry Pi 3 as
a “brain”, where with the Python 2
programming environment we have managed to
implement these algorithms to solve our
problem.
Index Terms—Artificial Intelligence, Line Maze
Solver, Robot, Raspberry Pi, Left Hand Rule,
Dead-end Filling
[. INTRODUCTION

This paper represents the implementation
of Artificial Intelligence in a real life situation,
solving a line maze. The concept of Artificial
Intelligence emerged in 1956. This dream
became reality in recent years, being introduced
in more and more domains. Artificial
intelligence by definition, resolves new
situations or problems based on experience
gained on the basis of continuous learning.
Artificial Intelligence, which is based on
acquired knowledge, began to take shape in the
field of computer science, developing systems
to solve technical problems through human
intelligence. That means the limits are unknown
because it does not have anything to compare to
and the new ideas are based on the previous
ones. A maze generally represents a network of
paths that resembles to a puzzle in which one
has to find a way from the entrance to the exit
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[1]. This concept is thousand years old and was
invented in Egypt. Since then many
mathematicians came up with  various
algorithms to solve this problem. Maze solving
is one among the foremost common problems in
the domain of mobile robotics; a solution to
maze solving is using an autonomous robot.
This category of robots can perform tasks
without any human interaction. It is an
important area of the robotics domain because
its core is a ”Decision making algorithm” [2].
The robot that we present in this paper functions
on two main tasks:

1) Solving the maze using the classic maze
algorithm left hand rule: Thus reaching
the “disk” that is the solution of the
maze.

Using a method similar to the dead-end
filling algorithm: The robot will return to
the starting point on the shortest path
known, beginning from any straight line
of the maze.
II. OVERVIEW MAZE SOLVING ROBOTS
The maze solving robots are divided into
two categories. One is the micro mouse maze
solver that is designed to get to the center of the
maze in the shortest time possible [3]. The other
category is the maze solver that searches for a
specific target or for the exit of the maze [4].

In Table I are presented three maze solving
robots that use different algorithms and the
results achieved by them.

TABLE I
MAZE SOLVING ROBOTS

2)

Entry Algorithm used Result
A LSRB and RSLB Because of its size it is not dynamic
B Right hand rule The robot has a 70-80 percent accuracy
C Djikstras algorithm | Increased execution time of the algorithm

2Left turn ="L”, Right turn = ”R”, Turn around = ”"B”, Go straight = ’S”
A. Shortest Distance Maze Solving Robot
This robot was designed by Akib Islam,
Farogh Ahmad and P. Sathya from School of
Electronics  Engineering, VIT  University,
Tamilnadu, India and is represented in Fig. 1.
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The robot uses the LSRB and RSLB algorithm.
Using these algorithms the robot completes its
purpose and finds the shortest path but due to its
size it is not a dynamic and fast maze solver [5].
B. Artificially Intelligent Maze Solver Robot

The maze solver presented in Fig. 2
was made by Malkit Singh, Rajnish Kumar,
Vaibhav Giradkar, Pallavi Bhole, Minu Kumari
from Priyadarshini College of Engineering,
Nagpur, India. The algorithm used in this
project is the right hand rule and its purpose was
to solve the maze by getting in the center of it.
The results were a 70%-80% accuracy [6].

Fig.
2.
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Ma

ze Solver Robot

C. Maze Solving Algorithms for Micro Mouse

The work of Swati Mishra from
Inderprastha Engineering College, Ghaziabad
and Pankaj Bande from International Institute of
Information Technology, Pune, presented in Fig.
3 represents a Micro Mouse project and various
algorithms. The main algorithm that we take in
account is Djikstra’s algorithm [7].
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Fig. 3. Maze Solving Algorithms Djikstras
algorithm for Micro Mouse

III. ALGORITHMS USED FOR MAZE
SOLVER ROBOT

We use for this robot the left-hand rule and
an algorithm similar to the dead-end filling
algorithm.

A. The left-hand rule

The left-hand rule algorithm can be used if the
mazes walls (in our case ”lines”) are all
connected together. By always following the
left wall” the robot will get to the exit or to the
designated goal (in our case “’disk™) [8]. Using a
line array with only three sensor for the purpose
of the low cost of this project means more work
on the software part.

The complex maneuver to use the left hand
rule using only three sensors at each node of the
maze is composed of 6 moves:

1. The maze solver is going in the usual forward
protocol, having the middle sensor above the
line.

2. Reaching the junction the robot detects with
its right sensor the line and it thinks that it is
drifting to the left so a correction needs to be
made to get back with the middle sensor on the
line, thus going to right.

3. Using this correction protocol all the sensors
are now on black. The robot detects this as a
node but because of the last correction it is now
too far to the right.

4. In this case the robot drives to the left to
verify the existence of the line. Because the
sensor does not detect the line, the robot is
knowing now that there is a line at the right.

5. The direction of the robot is corrected again
by turning a little to the right.

6. Driving a little further, the robot is detecting
now a continuation of the line knowing that the
junction was a “Tjunction to the right”
presented in Fig. 4. From this position the maze
solver can now decide if he moves on or turns to
the right.

In the case of dead ends, meaning all sensors are
on “white”, the robot can start the protocol to
turn almost instantly 180°.
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Fig. 4.T

junction maneuver
B. Dead-end filling
This is an algorithm for solving mazes that
fills all dead ends, leaving only the correct ways
unfilled. In our case this represents the shortest
way that was traveled. The method follows two
main directions:

1) To find all the dead-ends in the maze:
All the dead-ends are eliminated to find
the shortest path.

To fill in” all the paths of each dead-

ends of the maze until junctions are met:

In this implementation not all deadends

are found from the beginning. They are

found after meeting certain junctions [9].

IV. COMPONENT DESCRIPTION OF MAZE
SOLVER ROBOT

In this project one of the many goals is to
make a low cost robot. This means using less
sensors and no encoders but an efficient line
maze solver. All the used hardware components
are presented in Fig. 5 and are as follows:

A. Hardware components

1) Raspberry Pi 3: This is the core of the
robot that controls its every move with
the help of the engine driver and the
Sensors.

Motor driver DRV8835 for Raspberry Pi
3: In the first model the driver was 1298n
but the new driver was made specifically
for Raspberry Pi 3, because its library
helps very much with the programming
part. With the help of the dual motor
driver DRV8835, PWM signals can be
sent to the motors using the GPIO pins
of the Raspberry.

QTR-3A Reflectance Sensor Array:
Using this sensor array the robot knows
where the line is situated. Implementing
the left hand rule using just 3 sensors
was the low cost solution on the

2)

2)

3)
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hardware part but this means more work
on the software part.
Step down converter from 7V-20V to
USB 5V3A: This component was the
best way to power up the Raspberry Pi 3
without many complications.
A square push button with hold: This
button powers up the robot.
7.2V Battery: With this battery we
supplied power both to the Raspberry Pi
3 and the engines.
B. Development of the circuit design

In Fig. 6 is represented the circuit design
that represents how we connected all the parts
described in the hardware components: the ports
used from the Raspberry Pi 3, the sensor ports,
the motor driver and the engines and how we
solved the power problem. We used the
DRV8835 motor driver because it is provided
with a library for Raspberry Pi 3. This is
connected to the engines and the Raspberry Pi 3.
Using the step down converter from 7V-20V to
USB 5V3A allowed us to use only a single
battery for both Raspberry Pi 3 and the engines.
The battery is connected to the step down
converter, the motor driver and the push button
that powers up the robot. The QTR3A sensor is
connected directly to the computer.

V. EXPERIMENTAL RESULTS
The maze solver must start from a straight

path so that the calibration can be made. This
means that the robot does two left turns: one
until the line is lost and the second until the line
is found. This calibration is repeated for the
right side. We present three experimental cases
and the difficulty growing for each experiment.
In these cases the maze solver has the starting
point numbered with 1, 2 or 3 and it follows the
red path to find the “disk”, the goal of the maze.
Fig. 3.

4)

5)

6)
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Assembly of the hardware
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Fig.

Circuit design
The blue path is the shortest path found from
the starting point to the goal. The robot
performed better then we expected so the
experimental results are represented in Table II
and are as follows for each entry:

TABLE 11
EXPERIMENTAL RESULTS
Entry | Number of tries | Successful tries | Accuracy
1 10 9 90%
2 20 17 85%
3 20 14 70%

A. First experimental result entry 1

This first experimental result presented in Fig.
7 had an accuracy of 90%. The maze solver
resolved in the presented mode the maze 9 times
from 10 tries. The one time it did not solve it in
the expected way, was when on the first turn to
right, marked with X, the robot went to left, due
to the battery beginning to discharge.

e

Fig. 7. First experimental result

B. Second experimental result entry 2

The second experimental result presented in
Fig. 8 has an accuracy of 85%. The robot solved
in the expected way 17 times from 20. One try
did not succeed because of the same problem as
in the first experiment. The other two were
because of the two intersections, marked with X,
were the robot got unexpected sequences using
the algorlthms descrlbed in sect1on 1.

1el
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Fig. 8. Second experimental result
C. Third experimental result entry 3

In the third experiment presented in Fig. 9
the robot had a lower accuracy of 70% due to
the complexity of traversing the entire maze,
although the solution is a simple one. From 20
tries the maze solver got the expected result 14
times. In these 20 tries two of them were not
successful because of the battery being
discharged, three because of the complex
intersections, marked with X and X1. In the first
intersection, marked with X1, after coming back
from the backward ”E” path, one of the motors
did not receive the right command thus
generating an unexpected sequence. The last try
that was not successful happened because of

hardware problems
] e j\

Fig. 9. Third experimental result
VI. CONCLUSIONS

The Line Maze Solver performed with
an accuracy between 70% - 90% depending on
the complexity of the maze. This has been a
total success for us because we wanted to make
this robot a low cost one, but this assumed a
slightly more complex algorithm using just the
three line sensors and not using encoders for the
engines. Powering up both the Raspberry Pi 3
and the engines has been a problem in trying to
use an eco friendly solution. As a result of
experiments, the robot’s artificial intelligence
behavior has been reached. The labyrinth
complexity factors, the batteries life and even
proper labyrinth illumination have greatly
influenced the behavior of the robot. Because
we chose to use this computer, we were able to
use the Python 2 development environment.
That allowed us to implement the left hand rule
and dead-end filling algorithms, along with the
DRV8835 library. Changing some speed values
in the setMotorsSpeed function allowed us to
solve the turn problem using just three sensors.
The line maze solver may have further
developments. One of the most important would

3 —--—__;
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be using the Raspberry Pi 3 camera and
implementing image recognition using a
machine learning neural network so that the
robot would not be restrained to line labyrinth.
In this case the robot could learn using a test
labyrinth and then exploring new labyrinths. In
this way the maze solver would know what
decisions to make. The robot using this
technology could become even a self-driving
car or an robotic arm that can lift heavy blocks.
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